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INTRODUCTION

The general purpose of the research supported by this grant was
to evaluate the viability of a technique for assessing the encoding of
componential and higher-order memory units of visual stimuli. The
technique involves presented a sequence of stimuli such that certain
visual information is presented with different frequencies. For
example, the frequency with which different words occur in a list of
words might vary, as might the frequency of occurrence of different
letters constituting the words. The presentation of the stimulus
sequence is followed by a memory test in which subjects judge the
frequency with which specified events occurred in the sequence. In
applying this procedure to a variety of stimulus materials and tasks,
we have been able to assess the extent to which subjects' judgments of
frequency of occurrence are influenced by both component-level and
higher-order memory units. In addition to having many practical
advantages, the frequency-judgment technique appears to be a valuable
tool for assessing certain kinds of learning and answering theoretical
questions relating to the encoding of memory units.

The first section of the report provides an extonded summary of
the results obtained in the grant research. More detailed accounts of
experimental procedures and results follow: Section 2 describes
experiments that specifically use the frequency-judgment procedure,
and Section 3 describes experiments that are conceptually related to
the frequency-judgment work (including some research initiated in
conjunction with an earlier ARI grant to the principal investigator).
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Section 1
SUWARY OF FINDINGS

A. Practical Advantages of the Frequency-Judgment Technique

a. In.L Accurate frequency Judgments can be
obtained under purely incidental learning conditions. Although
researchers have been concerned with the theoretical implications of
small differences in the accuracy of frequency Judgments under
intentional and incidental conditions (Greene, 1984; Moshe-Benjamin &
Jonides, 1988), these differences are probably of little practical
importance. The opportunity for incidental learning makes the
technique particularly useful for individuals who react negatively
when placed in situations in which learning something is explicitly
required of them. Along the sue lines, the use of incidental tasks
with measurable outcomes allows one to be certain that the individual
is paying attention to the material that Is presented to them. For
example, Hock, Malcus, and Hasher (1986; Section 2A) have used a
lexical decision task to obtain incidental learning of letter-level
and string-level frequency information. The lexical decision task
task does not have an explicit memory requirement; subjects are simply
required to judge whether or not a string of letters constitutes an
English word. Subjects' attentiveness in this task can be ascertained
by examining the speed and accuracy of their responses and determining
whether they are within a normal range.

Previous research, summarized by Hasher and Zacks (1979), has
demonstrated that frequency-judgment techniques are relatively
unaffected by the individual difference variables that heavily
influence other measures of memory. Thus, it is relatively unaffected
by such factors as age, motivation, intelligence, and anxiety. This
is not to say that such factors never influence the accuracy of
frequency Judgments. The point that is clear is that the effects of
such factors are relatively small compared with thier impact on other
memory techniques. From a practical point of view, this means that
there is less need to tailor the learning context to take account of
individual differences.

c. 11-i f zuDl Qla
L11tA, As pointed out by Hock, Malcus, and Hasher (1986; Section 2A),
the frequency-judgment procedure is particularly useful for assessing
the encoding of element-level memory units when the vocabulary of
elementary units is limited (e.g., there are only 28 alphabet
letters). Thus, when frequency Judgments are used to assess memory
for the constituent letters in strings, the full set of alphabet
letters can be presented during the acqa1sit1,on phase of the
experiment. In contrast, recognition and recall procedures would
require "holding back" a significant proportion of the letters from
the acquisition phase because they must be used to detect false
recognition responses or recall intrusions during the subsequent
memory test (imagine if all the letters were presented during
acquisition; subjects could accurately "recall" them simply by
reciting the entire alphabet).

d. UEJ,.te In the
absence of well-developed strategies for retrieving information from
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memory, tasks requiring subjects to explicitly state what they
remember often underestimate what they have learned. Production
deficits can also be obtained when individuals lack confidence in what
they know; they will tend to withhold responses when they must produce
a description of what they've learned. The frequency-judgment
technique minimizes the need for production. Subjects will
demonstrate knowlege of frequency o occurrence information even under
conditions in which they claim they recall nothing, and for that
matter, under conditions in which they claim they do not remember the
frequency of the events that they are asked to judge. The
frequency-judgment procedure is like recognition testing in that the
item being tested is provided to the learner; they need only Judge how
often it occurred (in recognition testing the learner need only
indicate whether or not the item was seen before).

e. It RuAW&jtas the Prb r m.of flit t _ Although
it is like recognition testing in that it eliminates the need for
production, the frequency-judgment technique has an important
advantage compared with recognition techniques. This is because
recognition testing could not proceed simply by presenting previously
seen items and asking subjects whether or not they look familair.
Someone with no memory of the items may simply decide to say "Yes" to
each of them, giving the erroneous appearance of perfect recognition.
For this reason, recognition testing procedures do not test for
whether an item looks familiar. Rather, they test subjects' ability
to discriminate between previously seen and new items (the later are
referred to as distractors). The problem is that recognition
performance is critically dependent on the similarity of the
previously learned items to the distractor items included in the list.
Since recognition accuracy will decrease as the similarity of the
distractors to the previously learned items increases, recognition
performance is not a true estimator how well someone has remembered
previously learned information; different estimates of memory accuracy
are obtained for different sets of distractors. This problem does not
arise in the frequency-judgment paradigm since it does not require the
presentation of distractors. Subjects are tested only with the items
that they are presumed to have learned during acquisition.

B. Subjects Can Judge the Frequency of Occurrence for Component
Elements of Higher-Order Perceptual Units

The experiments we've performed have shown that subjects can
judge the frequency with which letters appear in a sequence of words,
the frequency with which words appear in a sequence of sentences, the
frequency with which locations within a frame are occupied by the
elements composing a sequence of patterns, and the frequency with
which various spatial relations appear in a sequence of scenes.

During the first, or input phase of our experiments, subjects
were presented a series of stimuli under various instructional
conditions. This was always followed by a second phase, in which they
were asked to judge the frequency with which various events occurred
during the first phase. Most of the time, the instructions
accompanying the first phase were incidental to the subsequent
frequency-judgment task. Thus, after seeing a sequence of words and
nonwords, subjects were surprised when they were asked to estimate how
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often various letters occurred over the sequence of letter strings.
After seeing a sequence of patterns, the constituent elements of which
were circles inside a square frame, they were similarly surprised when
they were asked to estimate how often a circle appeared at various
locations inside the frame. Subjects performance in these tasks is
quite remarkable in the context of their virtually universal
insistence that they could not perform the judgment task. They had to
be assured that people always do much better than they expect at this
sort of task, and they were encouraged to try hard and give their best
guess. Despite being certain that they could not perform the task,
when coaxed to do so subjects successfully judged frequency of
occurrence for the components of words, patterns and scenes.

On an individual level, performance was not always very good.
Estimation accuracy, which was measured by computing correlation
coefficients between actual and estimated frequency, was very
variable. Subjects sometimes had correlations that were quite high
(in the 0.90s), but they sometimes had strongly negative correlations
(e.g., -0.61). The average of individual subject correlations was as
low as 0.17 (in one of the conditions involving the estimation of
element-location frequency for patterns), but sometimes were quite
good (as high as 0.56 in one of the conditions involving the
estimation of letters occurring in strings). Since the correlation
between actual and estimated frequency was based on as few as eight
(and at most 16) data points, the results obtained for individual
subjects were highly sensitive to many factors that could not be
adequately controlled. When frequency estimates of componential
information were averaged over all the subjects participating in a
condition, correlations between mean-estimated and actual frequency
were substantially larger than the means of individual correlations.

It was with respect to these correlations between mean-estimated
and actual frequency that the estimation technique demonstrated its
greatest practical viability. These correlations ranged from the
0.60s to the 0.90s, depending on the condition. From a practical
point of view, the pooling of estimation data from groups with 16 to
24 individuals appears to be sufficient to obtain high accuracy in the
estimation of component-level information. One direction of future
research might be to examine the social-dynamic factors that would
influence pooled-decision making in frequency estimation tasks.

C. Estimates of Componential Frequency Are Based on Component-Level
Memory Units

One of the first issues we addressed in our experiments was what
sort of memory units subjects use as the basis for their Judgments of
component-level frequency information. One possibility was that
subjects base their estimates on the retrieval of component-level
memory units that were abstracted over the full sequence of items
(letter strings or patterns) that were presented. The second
possibility, which is related to the "availability heuristic" proposed
by Tversky and Kahneman (1973), is that subjects derive their
estimates of component information by retrieving global-level memory
units that include the component being Judged. The more such global
units that are available (i.e., retrievable), the higher the frequency
estimate will be for any component. This is a viable decision rule
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because a high frequency component occurs in a large number of
different global units, or else it appears in global units that occur
with high frequency. In either case, the probability of retrieving
global-level units comprising the component-level unit is enhanced.

Hock, Malcus, and Hasher (1986; Section 2A) used several
techniques to demonstrate that frequency estimation for letter-level
information can be based almost exclusively on component-level codes.
One of the primary techniques involves having subjects recall as many
strings as possible from those that they had just seen (this was done
immediately after they judged frequency of occurrence for the
component letters of the strings). The assumption we made here was
that the likelihood of a string being recalled was directly related to
the likelihood of its memory representation being activated while
subjects were making Judgments of letter frequency. Based on this
assumption, we counted the number of times each letter appeared in the
strings subjects correctly recalled (i.e., the recall-frequency for
each letter), and inferred that this represented what the subject's
estimate for each letter would be if estimates were based on"availability," indexed here by recall of strings that included the
lette.. We then computed a partial correlation coefficient in which
the influence of recall-frequency was "held constant." The
correlations between estimated and actual frequency remained
significantly positive, demonstrating that subjects had information
available on the frequency of components that was at least partially
independent of their knowledge of the global units (i.e., strings).

Similar results were also obtained by Hock and LaLomia (Section
2B) in an experiment in which subjects were presented a sequence of
sentences and asked to Judge the frequency with which various words
appeared over the full set of sentences. Correlations between
estimated and actual frequency remained significantly positive after
the frequency with which the words appeared in correctly recalled
sentences (or even incorrectly recalled sentences) was "partialled
out." Additional experiments demonstrated the same for subjects'
knowledge of the frequency with which locations within a frame were
occupied by the elements constituting a series of patterns (Hock,
Smith, Escoffery & Bates, 1985, Section 2C). That is, subjects'
knowledge of location frequency was at least partially independent of
their knoledge of the global units (i.e., the patterns).

D. Concerning the Issue of Automaticity

Although it was not a specific objective of the grant to study
whether frequency of occurrence information is encoded automatically,
the issue has become sufficiently controversial (Moshe-Benjamin &
Jonides, 1986; Greene, 1984; Fisk, 1986) to impact on all work
concerned with frequency Judgments. The argument that frequency
information is encoded automatically was developed in two papers by
fasher and Zacks (1979; 1984). Among several criteria for assessing
automaticity, the one that has received the most attention has
concerned the influence of the subject's "cover" task during the
initial presentation of the items. According to the strictest
interpretation of automaticity, the accuracy of frequency Judgments
should not depend on the subject's task, whether the contrast is
between intentional or incidental cover tasks, or between two types of

I!
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incidental task. Experiments by Moshe-Benjamin and Jonides (1986) and
Greene (1984) have challenged this interpretation; they've obtained
differences in the accuracy of frequency judgment under different task
conditions. Another approach to the issue of automaticity emphasizes
the effortless nature of frequency encoding. Although general
instructions to remember the items in a list can lead to more accurate
frequency Judgments than instructions with no memory requirement (Hock
& Cavedo, Section 2D), the fact that subjects are successful at
encoding frequency under purely incidental conditions (Hasher, Zacks,
Rose, & Sanft, 1987) indicates that frequency information is encoded
without any effort to do so. However, the implication of this view,
that frequency encoding is inevitable, has been challenged by research
showing that subjects given extensive practice can make semantic
decisions about words, but retain no memory of the frequency of
occurrence of these words (Fisk & Schneider, 1984).

A way of clarifying these conflicting claims has been suggested
by Zacks, Hasher, and Hock (1986; Section 2E). Referring back to
Hasber and Zacks' (1979) assertion that frequency of occurrence
information is encoded automatically only for stimuli that receive
attention, Zacks, Hasher, and Hock (1988) elaborated on the
attentional aspect of automaticity in conjunction with "late
selection" views of attention, for example, Duncan's (1980). Duncan
has argued that stimuli are fully analyzed preattentively (i.e.,
without the use of attentional resources), including the extraction of
their form and meaning. The limited capacity attentional system
determines which products of preattentive processing will be attended
to and thereby brought into consciousness. It follows from Duncan's
model that evidence a stimulus is processed, even semantically, does
not constitute evidence that the stimulus has been attended to. Fisk
and Schneider (1984) trained subjects to the point where conscious
attention was not required for subjects to make semantic decisions.
With no attention, there was no coding of frequency information.

In a similar vein, differences in Judgment accuracy following
different cover tasks might also be attributable to differences in
attention to the items as they are processed. To demonstrate this
point, Hock and LaLomia (Section 2B) showed that frequency Judgments
for nouns that appeared in a sequence of sentences were more accurate
when subjects' cover task was to determine whether or not the
sentences were meaningful compared with when their cover task was to
determine whether the sentence was written in present or past tense.
We concluded that relatively inaccurate judgment of word frequency for
the nouns in the tense-judgment condition was the result of subjects
directing their attention to the verbs in each sentence (there was
some processing of the semantic content of the sentences in the
tense-Judgment condition; Judgments of verb tense were faster for
verbs appearing in meaningful sentences than for verbs appearing in
meaningless sentences].

But why is attention important? In an experiment with sequences
6 of words rather than sequences of sentences, Malcus, Hock, and Cavedo

(1985; Section 2F) had one group of subjects participate in a lexical
decision task, the other in a letter search task. For word lists in
which each word appeared only once, we found a vast advantage in
recall accuracy for the lexical decision condition compared with the
letter search condition. However, when each word appeared more than
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once (the frequency of each word varied), there was no difference in
recall accuracy or frequency-judgment accuracy for the two conditions.
These results suggest that the presence of repetitions may affect the
size of the perceptual unit to which subjects attend. When subjects
are looking for certain target letters (a U or I) in the letter search
task, they are likely to focus their attention on individual letters.
Hence, there is relatively little encoding of word-level memory units.
However, when the same word reappears many times, the likelihood
increases that subjects will recognize a word (e.g., "PINE") as a word
they previously made a "Yes" response to (because there was an I in
it), and repeat that response. Thus, the presence of repetitions can
shift subjects' attention from letter-level units to word-level units.

But why did subjects shift their attention to the word-level when
the task ostensibly required letter-level processing? The apparent
reason was that efficient processing could be achieved by searching
backwards in memory and reactivating previously stored words (e.g.,
"PINE") and their associated responses (the "Yes" response for "I").
It is our current view that this backward search could not be done
without attention, and it is the resultant reactivation of word-level
codes corresponding to previously seen words that facilitates
frequency judgments for the words (probably by the creation of more
traces). From this point of view, differences in the accuracy of
frequency judgments for different cover tasks are the result of
differences in the extent to which there are attention-dependent
backwards searches through previously presented items in a list.
Thus, the encoding of information that is the basis of accurate
frequency judgments occurs without intention or effort (and is
automatic in that sense), but effortful backward searches (for the
purpose of improving performance in the cover task) can improve the
accuracy of the frequency judgments.

A series of experiments to test the backward-search hypothesis
could be designed in the context of van Dijk 'and Kintsch's (1983)
model of text comprehension. One of the basic principles in the model
is that as we read text, each item (sentence) is comprehended in
relation to previously encoded information in the text. Some of this
previously encoded information is kept in in active buffer; this is
usually information of central importance to the text as well as
recently encoded information. The remaining information in the text
is stored in long-term memory. When subjects read a sentence, they
first seek "argument overlap" with information that is active in the
buffer. If overlap is obtained for items in the buffer, there would
be no additional activation of memory traces because the overlapping
information is already active in memory. If overlap is not obtained
with information in the buffer, it must result from backward search
through long-term memory. The information in long-term memory will be
then be reactivated, producing additional memory traces that would
facilitate subsequent frequency of occurrence judgments.

The experiments would therefore test the following hypotheses:
1) the introduction of sentences in a text that requires reactivating
more instances of a previously presented word in long-term memory
should facititate subsequent frequency Judgments of that word, and 2)
the introduction of sentences that can be understood in conjunction
with information in the buffer should decrease the accuracy of
frequency judgments. The latter result would provide an explanation
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of the "spacing effect" on frequency judgments (Hintzman & Block,
1971). That is, frequency judgments would be better when repeated
items are spaced far apart because backward search through long-term
memory would reactivate previously formed traces of the item; when the
items are closely spaced, previous instances would be likely to remain
active in the buffer, so there would be no backward search to
reactivate the previously formed traces of the item (and hence, no
facilitation of frequency judgments.

9. Evidence for Letter-Level Recognition Units for Words and Acronyms

When subjects are required to indicate whether or not a target
letter is included in a briefly presented string of letters, they are
more accurate when the string is a familiar word than when it is a
nonword (e.g., Reicher, 1969). This has result is known as the word
superiority effect (WSE). Additional experiments (e.g., Baron &
Thurston, 1973; McClelland, 1976) comparing orthographically regular
pseudowords and orthographically irregular nonwords have shown that
higher-order units, perhaps involving familiar combinations of letters
(e.g., "th") can influence letter detection.

In many of the experiments performed in conjunction with this
grant, we were concerned with frequency Judgments for letters
appearing in words. One of the cover tasks we studied involved a
letter detection procedure of the type associated with the WSE;
subjects were required to detect the presence of a U or I in a series
of words and nonwords. If performance in this task were based on the
formation of higher-order visual units, the formation of letter-level
codes might be expected to be relatively minimal. Although it has
been suggested that performance in the WSE is based on letter-level
information rather than higher-order visual units (e.g., McClelland,
1976), we thought that it was important to provide a stong empirical
foundation for this idea before proceeding further with the frequency
judgment experiments.

To this end, Noice and Hock (1987; Section 3A) conducted a letter
detection experiment, but instead of familiar, orthographically
regular words, we used acronyms that were totally devoid of
orthographic regularity (e.g., NBC, JFK). We found the following: 1)
letters were detected more accurately in acronyms than in unfamiliar,
control strings; this showed that the WSE need not be mediated by
higher-order orthographic units, 2) the size of the WSE effect
depended on the position of the target letter in the acronym; this
showed that the effect was not due to processing the acronyms as
visually familiar, global units, and 3) the advantage of the acronyms
relative to the controls was significantly reduced by alternating the
case of the letters within each string (e.g., nBc); this showed that
the WSE for acronyms depended on the visual characteristics of the
letters composing the acronyms. Our results were interpreted in
conjunction with experiments by McClelland (1976), who showed that the
advantage of orthographically regular pseudowords relative to
nonorthographic controls was unaffected by case-alternation, and by
Besner, Davelaar, Alcott, and Parry (1984), who showed that
alternating the size of consecutive upper-case letters does not affect
the size of the WSE. It was concluded that entries in long-term
memory corresponding to familiar words and acronyms include
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."recognition units" corresponding to their constituent letters. Since
acronyms are experienced exclusively in upper-case, their entries in
long-term memory would include representational units corresponding
only to the upper-case versions of the constituent letters. Since
orthographically regular words are experienced in both lower-case and
upper-case formats, their entries in long-term memory would include
representational units corresponding to both the upper-case and
lower-case versions of the constituent letters.

F. Emphasis on Global-Level Codes Suppresses the Formation of
Component-Level Codes: Evidence Obtained With Letter Strings

Although the results of the Noice and Hock (1987; Section 3A)
experiment indicated that lexical entries in long-term memory for
familiar words include codes corresponding to their constituent
letters, it is clear that other information is also stored in the
lexical entry for a word, for example, its pronunciation. Evidence
for the latter has been obtained in experiments concerned with the
processing of irregular words; since the way these words are
pronounced does not comply with normal pronunciation rules, their
pronunciation must be retrieved from their lexical entries in
long-term memory (e.g., Stanovich & Bauer, 1978).

In an earlier experiment, Hock, Throckmorton, Webb, and Rosenthal
(1981) found that the phonological processing of words (but not of
nonwords) suppressed the retention of graphemic information associated
with the words. That is, previously presented nonwords that were
phonologically processed were recognized more accurately when they
were presented in the same case during recognition testing compared
with when they were presented in a different case; this advantage of a
familiar visual format was not obtained for phonemically processed
words. The hypotheses tested in conjunction with our grant research
(Malcus, Hock, & Cavedo, 1985, Section 2A) were as follows: 1)
lexical search based on the visual information in a word would be
compatible with the formation of letter-level memory units since
lexical entries in long-term memory would include "recognition units"
corresponding to the letters composing the word (see Sections 1E and
3A), and 2) lexical search based on a phonological representation of a
word formed prior to lexical search would suppress the formation of
letter-level memory units since lexical search would be based on
global-level, phonological units.

The stimuli presented during this experiment were lists of
orthographically regular words and nonwords. For some lists, the
nonwords were orthographically regular (e.g., TIDE), for other lists
the nonwords were orthographically irregular (e.g., TBEI). The reason
for this contrast was that previous research by Shulman, Hornak, and
Sanders (1978) suggested that lexical decisions based on a
phonological representation of a word were more likely when the
nonwords in the list were orthographically regular (and pronounceable)
than when they were orthographically irregular (and unpronounceable).
One version of each list was printed entirely in upper-case (e.g.,
LIST), the other in alternating-case (e.g., LiSt). The reason for
introducing the alternating-case condition was to make the stimuli
visually unfamiliar, further increasing the likelihood that lexical
search would be based on a familiar phonemic representation of the
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word than an unfamiliar graphemic representation. There were three
cover tasks accompanying the presentation of the words and nonwords:
1) a Letter Detection task in which subjects were required to search
throuhs each string for the presence of a "U" or "I", 2) a Lexical
Decision task in which subjects were required to discriminate between
the words and nonwords, and 3) an Intentional condition, in which
subjects were told to remember the frequency of occurrence of the
constituent letters of the strings.

Correlations were obtained between actual and estimated letter
frequency for individual subjects, and were also obtained between
actual frequency and the mean-estimate frequency for all the subjects
in a condition. These correlations, which measured the accuracy of
frequency judgments, were similar for subjects in the Intentional and
Lexical Decision conditions, both of which were greater than the
correlations obtained in the Letter Search condition. The most
interesting results in the experiment were obtained after we"partialled out" the frequency with which the letters whose frequency
was being estimated appeared in subjects' correct-recall protocols.
These partial correlation coefficients measured the extent to which
actual letter frequency was judged on the basis of letter-level memory
units. We found that partialling-out recall-frequency reduced the
size of the correlations in all conditions. Thus is, global-level
memory units contributed to the Judgment of the frequency of
occurrence for the letters in the words and nonwords. However, the
most substantial effects were obtained for the alternating-case words
in the Lexical Decision condition. Correlations in this condition
were reduced to the point where they were lower than the correlations
obtained in the Letter Search condition, the reverse of what was
obtained prior to partialling-out the contribution of global-level
memory units to subjects' frequency judgments.

We concluded, therefore, that the emphasis on global-level
processing in the Lexical Decision task (subjects had to decide
whether or not the string was a word) contributed positively to the
over-all accuracy of subjects' letter frequency judgments (relative to
the letter detection task), but only so long as lexical search was
visually mediated. When the likelihood of phonological mediation
increased (i.e., when case-alternation rendered the words visually
unfamiliar), the encoding of letter-level memory units was suppressed.
It appears, therefore, that the information associated with a word
that is best remembered is the information that activates the lexical
entry for the word.

Consistent with the results reported by Hock, Throckmorton, Webb,
and Rosenthal (1981), evidence for the suppression of letter-level
memory units as a result of phonogical mediation was not obtained for
letters appearing in nonwords (e.g., BLAL). Although there are no
lexical representations for nonwords, partial lexical activation by
nonwords was more likely to occur as a result of letter-level codes
formed for the nonwords (they could share many of their letters with
nonpresented words in the lexicon) compared with phonological codes
formed for the nonwords (none of our nonwords were pseudohomophones).
As argued above for words, the information associated with a nonword
that is best remembered appears to be the information (letter-level
codes) that activates entries in the lexicon.
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G. Emphasis on Global-Level Codes Suppresses the Formation of
Component-Level Codes: Evidence Obtained With Patterns

Experiments with patterns have provided converging evidence for
the suppression of element-level codes as a result of emphasis on
pattern-level coding (Hock, Smith, Escoffory, & Bates, 1985, Section
2C). Subjects in these experiments were presented a sequence of
patterns comprising five circles inside a square frame with 16
possible locations (4 x 4) for the circles. Small dots were presented
inside the frame in accord with the cover task used during the
presentation of the patterns. One of the orienting tasks involved
detecting whether or not a dot was presented inside one of the
circles, another involved determining whether a dot inside one of the
circles was displaced to the left or right with respect to the center
of the circle. These cover tasks were contrasted with one in which
subjects were instructed to remember each of the patterns. The
presentation of the patterns was followed by a frequency judgment test
in which subjects were required to estimate how frequently each of the
16 possible element-locations within the frame was occupied by a
circle. Two of the patterns are presented below.

------- S ------
o o

o0 0
,o o , o o:

------- I --------

The results indicated that subjects in the Pattern Memory
conditions estimated element-location frequency with significantly
less accuracy than subjects in the element-level conditions.
Furthermore, the limited ability of subjects in the Pattern Memory
condition to estimate element-location frequency could be accounted
for almost completely by the retrieval of pattern-level memory units.
When we counted the frequency with which each location was occupied by
a circle in each subject's correct-recall protocols, and computed a
partial-correlation coefficient for each subject in which the
recall-frequency for each location was "partialled out," the
correlation between the actual and estimated frequency was reduced to
nonsignficance for the subjects in the Pattern Memory condition.
Since this was not the case in the element-detection conditions, it
was concluded that estimates in these conditions were based on
element-level memory units. Thus, Pattern Memory instructions
enhanced the formation of global-level memory units (as indicated by
the recall data), but suppressed the formation of element-level memory
units that were the basis for relatively accurate frequency
estimation.

H. The Categorization of a Pattern Does Not Depend on Element-Location
Information

Although it might be claimed that the frame-relative position of
the constituent-elements of a pattern constitutes highly superficial
information for subjects to be retaining, it could also be argued that



12

element-location information can be important with regard to the
formation of categories comprising the patterns. Many investigators
have posited that stimuli are classified as members of a category by
virtue of their similarity to prototypical representations that are
formed to represent the category (Posner & Keel., 1988; Reed, 1972;
Homa, 1978). It is often implicit in models of this kind,
particularly when they involve dot patterns, that the prototype is
formed by averaging the locations of the elements of each pattern
belonging to the same category. This sort of process has recently
been formalized in a neural-summation model proposed by Knapp and
Anderson (1964).

Hock, Tromley, and Pohlmann (1987; Section 3B) have investigated
whether the category membership of a set of patterns can be based on
element-location information. That is, they asked whether the memory
structures for previously learned categories include "recognition
units" sensitive to the locations of the constituent elements of a
pattern. A special set of dot patterns was designed such that
patterns belonging to the same category all had seven of eight dots in
the same relative location. Although this maximized
element-correspondence for members of the same category (any further
element-correspondence and the patterns would have been identical),
there was no evidence in subjects' similarity judgments or
classification data that they encoded the location of individual
elements. The representation of category structures appeared to be
based on perceptual units larger than individual elements (for
example, Hock, Webb, & Cavedo, 1987, Section 3C, have provided
evidence that category training can increase sensitivity to
orientational similarities among patterns belonging to the same
category). We concluded, on the basis of these data, that
element-location information is unlikely to serve as the basis for
recognizing a pattern as a member of a category.

I. Encoding Superficial Details: Abstract Attributes, Not Templates

Hock, Smith, Escoffery, and Bates' (1985, Sections 1G and 2C)
evidence for the encoing of element-location information therefore
Joins evidence based on exact repetition effects (e.g., Jacoby &
Brooks, 1984; Pollatsek, Rayner, & Collins, 1964; Hock, Throckmorton,
Webb, & Rosenthal, 1981; Kolers, 1976) in providing evidence for the
retention of ostensively meaningless, superficial information. One
way of explaining the retention of superficial details for patterns is
to specify that patterns are stored and retrieved as literal,
template-like pictorial copies. However, it has been argued (Neisser,
1967; Dodwell, 1970) that template models lack the flexibility
required for stimulus generalization: the ability to recognize novel
patterns that are altered versions of previously seen patterns (e.g.,
Attneave, 1957). The results reported in the series of experiments by
Hock, Smith, Escoffery, and Bates indicated that superficial
element-location information can be retained in the form of
element-level memory units rather than template-like pictorial copies.
Superficial details involving element position were abstracted from a
series of patterns in the same way that semantically important, shared
attributes might be abstracted from a series of patterns belonging to,
the same category (e.g., Posner & Keele, 1968). The results of the
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experiments therefore indicate that there is no reason to assume that
superficial details are abstracted and represented any differently
than the attributes that are the basis for categorizing previously
soon stimuli and novel stimuli.

J. Encoding Superficial Details: Evidence For Pattern-Analyzing Memory

If some of the patterns presented by Hock, Smith, Escoffery, and
Bates (1985, Sections 10 and 2C) were shifted to the left, and others
shifted upward, there would be no change in the global-level content
of the series (the patterns would remain the same). Nonetheless, the
frequency with which circles appeared in various locations within the
frame would change. Of what use, then, is the superficial information
abstracted from sequences of patterns?

The experiments conducted with patterns by Hock, Smith,
Escoffery, and Bates, and with words by Hock, Malcus, and Hasher,
1986, Section 2A), suggest that a relatively small sample of stimuli
(e.g., 34 patterns in one set of experiments), is sufficient for
subjects to abstract superficial details that characterize the
particular set of materials that they are processing. Although this
information will not, in general, contribute to the categorization of
individual stimuli, it has the potential to facilitate further
processing of materials possessing the same superficial
characteristics. This is the sort of information that'Kolers (1978)
appears to have had in mind in his studies of pattern-analyzing
memory.

An experiment which could test the hypothesis that repetition
effects of the kind that Kolers (1976) attributes to pattern-analyzing
memory can be based on the frequency of occurrence of superficial
characteristics of the stimuli might proceed as follows. The initial
phase of the experiment would involve the presentation of a series of
patterns (comprising five circles) with a particular distribution of
element-location frequencies. Subjects would be required to determine
whether or not a dot is present inside one of the circles. They would
then be transferred to another series composed of the same patterns,
but displaced to new locations within the frame. In one condition,
the displacement would preserve the original distribution of
element-location frequencies (for example, a pattern that had an
element in the upper-left corner of the frame might be shifted away
from this location and replaced by a different pattern with an element
in the upper-left corner). In a second condition, the displacement of
the original patterns would result in a different distribution of
element-location frequencies. Subjects in the transfer phase would
again be required to determine whether or not a dot was present inside
one of the circles (the target-dot would be located in different
circles compared with the initial phase of the experiment). If our
pattern-analaing hypothesis is correct, dot-detection time would be
faster in the condition with the repeated frequency distribution (and
there will be no difference in pattern recall). Further support for
the pattern-analyzing hypothesis could then by sought in a second
experiment in which subjects task in the transfer phase will involve
higher-order attributes of the patterns (e.g., whether or not they
include diagonally arranged circles). We would again expect
performance in the Phase 2, diagonal-detection task to benefit from
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the repetition of the superficial frequency distribution acquired with
the Phase 1, dot-detection task.

K. Encoding Superficial Details Affects Identification More Than
Categorization

Hock, Rosenthal, and Stenquist (1985; Section 3D) performed a
series of experiments based on the category effect in visual search.
The category effect refers to evidence that it is easier to detect the
presence of a target digit in a field of letters than it is to detect
the presence of a target letter in a field of other letters. Hock,
Rosenthal. and Stenquist's study focussed on a catch-trial presented
at the conclusion of a series of between-category trials (looking for
digits among letters). On these catch-trials, digits other than the
expected target-digit were presented. With relatively little practice
(98 trials), subjects were likely to respond slowly and incorrectly on
these trials, the effect diminishing with increased practice until
performance on the catch-trials was no worse than that observed on
standard target-absent trials (after 384 practice trials). These
results were consistent with the view that superficial attributes that
are abstracted from relatively short series of stimuli can facilitate
the processing of information specific to individual category members
to a greater extent than information which is shared by members of the
same category.

L. Coding Spatial Relations Facilitates Judgments of Element Position

In our initial discussion of the series of experiments involving
frequency Judgments for element-location in Section iG (Hock, Smith,
Escoffery, & Bates, 1985, Section 2C), we distinguished between the
effects of element-level and global-level codes on Judgments of
element-location frequency. Since global-level pattern codes must
include information concerning the relative location of elements in
the pattern, the distinction between element-level and global-level
codes reduces to a distinction between frame-relative and
element-relative position codes.

Although the experiments indicated that Judgments of
element-location frequency were relatively inaccurate as a result of
global (pattern)-level processing, further evidence, accumulated over
four experiments, produced surprising evidence that the formation of
pattern-level memory units was associated with more precise encoding
of element position than the formation of element-level memory units.
Since the formation of pattern-level memory units requires that the
position of elements be coded relative to other elements in the
pattern, pattern-level memory units may result in relatively precise
Judgments of element-position because of constraints arising from the
encoding of multiple spatial relations among the elements of the
pattern (e.g., an element might be alongside one element, diagonally
below a second element, and relatively far from a third element

directly above it). Despite this precision, the relational
information in pattern-level memory units can be useless for
estimating element-location frequency if the global locations of the
patterns, relative to the frame, have not also been encoded
(pattern-recall data in the Hock, Smith, Escoffery, and Bates
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experiments indicated that frame-relative coding of pattern position
was imprecise).

Evidence of a much different kind has been obtained which
converges with the conclusion that the encoding of spatial relations
can facilitate the accuracy with which subjects Judge an element's
position. This evidence came from experimental work done with
QbL1L~. .WrLd. a well-known painting of Andrew Wyeth's (Hock,
1984; Section 3E). The painting is set on an open field, with an
uphill slope that terminates as a horizon line against the sky. There
are three important objects in this setting: a barn and a farmhouse
along the horizon, and Christina, who is lying in the field in the
foreground of the painting. Although Christina's face is hidden, the
orientation of her body creates a strong spatial alignment between her
and the farmhouse. The perception of this alignment was crucial for
subjects' performance. After examining a copy of the painting,
subjects were presented five alternative versions in a subsequent
recognition test. The five alternatives varied with regard to the
position of the barn along the horizon. Hock found that subjects
could recognize the correct location of the barn at a better than
chance rate only when the spatial alignment between Cristina and the
farmhouse was perceived. Recognition performance was at chance when
the painting was presented upside-down during its initial
presentation, and was also at chance when Christina's body was
shielded from the subjects' view, leaving vision of only the back of
her head. We could conclude that Judments of the barn's position were
enhanced by the constraints imposed by encoded relations among the
objects in the painting; the perceived alignment between Christina and
the farmhouse appears to have provided an essential constraint on the
relative positions of objects within the scene.

M. Subjects Retain Information Involving Spatial Relations

The analyses described in the previous section suggest that the
experiments performed by Hock, Smith, Escoffery, and Bates 11985,
Sections IG and 2C) may have underestimated how well subjects can
remember relations among elements. Evidence supporting this
conclusion comes from a series of experiments performed by Rose and
Hasher (Section 2G). In these experiments, subjects were presented
simple patterns comprising pairs of elements in one of four
arrangements: one above the other, one alongside the other, one to the
left and above the other, and one to the right and above the other.
Pairs of these patterns were presented sequentially. Sometimes the
pattern remained the same on both presentations, sometimes it changed.
When the pattern changed, it could change with respect to: 1) the
global location of the pattern on the screen, 2) the distance between
the elements, and 3) the relation between the elements. Rose and
Hasher found that changes in spatial relationships were recognized
more accurately than changes in the distance between the elements or
changes in the global location of the pattern. The results obtained
for changes in distance were surprising in that contractions in
distance were more accurately recognized than expansions in distance
when the elements were relatively close together, and vice versa when
the elements were relatively far apart. Only the results for the
close elements were consistent with Weber's Law. All these results
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were unaffected by variations in the time interval between the two

patterns or the presence of a fixation point.

N. Spatial Relations Between Elements Are Coded Explicitly

Our ability to make Judgments of spatial relations may or may not
mean that spatial relations are actually encoded in memory. For
example, being able to recall that one element or object was to the
left of another does not mean that the relation "to the left (or
right)" was explicitly encoded in memory. It is possible that in the
initial perception of the two elements (or objects), the memory codes
formed were based on a Cartesian reference frame. That is, the
frame-relative position was independently coded for each element.
Since the left/right relation of the two elements is implicit in these
codes, subjects' recollection of one element being to the left of the
other could be derived from the Cartesian rather than relational
memory codes.

Rose and Hasher (Section 2G) have used the frequency
discrimination technique to provide evidence that spatial relations
are encoded explicitly. They devised a set of nine context or
background scenes, each containing a large object (e.g., a crib, a
picnic table, etc.). Into each background scene (defined by the large
object) was inserted a second object that could occur in one of
several spatial relationships with the context (background) object.
Included among the relationships were in front, above, inside, etc.
Across the various contexts, the frequency with which a relationship
occurred was varied. For example, the subject may have seen four
different objects inside the crib and two different objects in front
of the picnic table. Rose and Hasher found that subjects could
accurately Judge the relative freqency with which each relation
occurred in conjunction with a particular context (background) object.
This was the case for a variety of instructional conditions, including
instructions that were completly incidental to the frequency judgment
test.

In an additional experiment, scones were selected such that each
pair of objects appeared in above/below, side-by-side, and diagonal
relations, but with different frequency (e.g., once in above/below,
three times side-by-side). Following the presentation of a series of
such scenes, subjects could accurately Judge the frequency with which
each pair appeared in each relation. Taken together, these results
suggested that frequency judgments were based, not on Cartesian codes
for the location of individual objects, but on explicity coded spatial
relations.

An experiment that could provide an additional test of the view
that spatial relations are coded explicitly would focus entirely on
the spatial relation of diagonal-alignment for pairs of elements
(empty circles); one circle would be below and to the right of the
second circle. This relation of two circles would reappear, with
varying frequency, in multiple locations throughout a 4x4 matrix of
possible circle locations. The diagonal would be embedded in a more

D complex pattern of circles in one of two ways: for the patterns
belonging to Set A, it would be likely that the diagonal relation
would be explicitly coded as part of each pattern's description; for
the patterns belonging to Set B, it would be unlikely that the
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diagonal relation would be coded (a pretest would be necessary in
order to confirm that the encoding oBf the diagonal relation is more
likely for the Type A than the Type B patterns). Following the
presentation of these patterns (Set A to one group of subjects, Set B
to another), subjects would be required to Judge the frequency with
which the diagonal arrangement of two circles appeared in different
locations within the 4x4 matrix. Since the two sets would be matched
with regard to the Cartesian coordinates of the elements forming the
diagonal, no difference between Sets A and B in the accuracy of
frequency judgments would be expected if the diagonal relation was
encoded implicitly (i.e., if the position codes were entirely
Cartesian). However, if the the diagonal relation was coded
explicitly for Set A, but not for Set B, then frequency judgments
would be more accurate for Set A than Set B.

0. Encoding Spatial Relations Facilitates Object Identification

It was concluded in Section IL that the encoding of spatial
relations can facilitate the accuracy with which subjects Judge an
object's position. In a further experiment, Rose and Hasher (Section
2G) showed that the encoding of spatial relations can facilitate the
speed with which subjects identify objects entering into the spatial
relations. Subjects in this experiment were presented a series of
two-object scenes with one of four relations among the objects
(above/below, side-by-side, diagonal, and front/behind). They were
then given a recognition test in which they were required to indicate
whether the presented objects were the same as those presented
earlier. When the objects were the same, they could appear in the
same or different spatial relationship. Subjects were faster when the
relationship was the same. This was the case regardless of whether
the test scenes were preceded by a scene constituting part of the test
scene (the priming condition) or part of another scene (the mispriming
condition).

P. The Effect of Pattern Structure on Frequency Judgments

Patterns with simple, symmetrical structures are easier to
identify (Clement, 1964) and reproduce (Bell & Handel, 1976) than
patterns with more complex, asymmetrical stuctures. An experiment by
Hock, Bates and Field (Section 2H) examined whether similar
differences would be observed when subjects Judged the frequency of
occurrence of simple and complex patterns. Patterns comprising five
circles (within an imaginary 3 x 3 matrix) were presented within a 4 x
4 frame with 16 possible locations for the circles. The patterns were
presented either four or eight times, sometimes at the exact samelocation within the frame, sometimes in different quadrants within the
frame (this ultimately had no effect on performance). Subjects
participated in one of two tasks during the initial presentation of
the patterns. One group searched for the presence of a dot within one
of the circles, the other was told to try to remember the patterns.
This was followed by a frequency estimation test during which patterns
were presented without the surrounding frame. Subjects did a better

0 Job of discriminating between the low and high frequency patterns in
the Pattern memory compared with the Dot Detection condition. They
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also discriminated between high and low frequency "simple" patterns to

a greater extent than they discriminated between high and low
frequency "complex" patterns. This interaction, however, fell short
of statistical significance at the .05 level.

Q. Theoretical Conclusions

Frequency judgments for words, patterns, and object-relations
depend on backward searches through memory that re-activate previously
experienced versions of the words, patterns, and object-relations that
are stored in episodic memory (Tulving, 1972). These global-level
memory units enable people to make important decisions about such
significant problems as who to model one's behavior after (Perry &
Bussey, 1979), whether or not to believe an assertion is actually true
(Hasher, Goldstein, & Toppino, T., 1977), and what is going to happen
next.

Frequency judgments for the constituent elements of words and
patterns depend on the introduction of orienting tasks which direct
attention to the constituent elements of the word or pattern;
orienting tasks that direct attention to global-level units can
suppress the formation of component-level memory units. These
component-level memory units may be the basis for pattern-analyzing
operations (Kolers, 1976) that provide for "fluency" in reading and
pattern identification.

Ii
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Units for wWd-bk stu Of Ietrn A infle of up VA Pladed at One of threepoenre dratiom.
Wthin the seris. the frequnda of otcurrence of dfrmw stiu and of the leI ompom the

UmW ONT uridd Ordhally At rei Wldy kig apanre duraso S*air could dwimuzsr
the frequency Of omurrnce for both Wmpw and thei conirness lettrs. The buadom of &lb&l
level (sting) meory units was indicated by judgmnt ofO 6011010C7 bon uaicie by amar
the frequentirn ofthei coponent learn or cperimemal con (bifp r) that prohibitted
Amiuejudgent of letter frequency AMhtl gjudmantsofleer fietwacy ware smenes bmand
by the frequency oftbe ws w mmn tdo lams the smmu ith o i IS sa u mitd
difteent levels of lette frequency did not depend an the emno of stnq.Ie memory units
Purthermogt vubjects' fequency judgments for ka ette not ampeIca fra their recll of the
stiomainngthe lean. Thaium hc ol nbaladyvuysanmn
(1973) "Pailabiuy heurisdc,7 pronid, evienc fbr the foriano ofeleeteval (learn) memmry
Uii. A qaimieatxmblhdW that demmi-level 8.4oanty infrmadon cadkbeah aboie
frem wort a well as nonwords. and flarhm that this infixrmalon am aed in iongort memory.

Of central concen wo both perceptual and cognitiv thori verging evidene fear the rtention of both global-lvel (staW
of vial processing (eg. Hochberg. 198 1; Neissmr 1967) is the and element-level (letter) memory units. Ratnval of mnemory
issue of whether the fiaticmal vnits are elements. subsets of units at both levels influenced subjects' judgments of letter fie-
elements or the etire visual array, For exampie, the 1'tincional quency. Suing fquiency judgments appeared to be influenced
units in the identification of printed words could be individual only by string-level memory units.
letters. ortbopraphically regular combinations of lemmrs or the Previousta w rse hawe been concerned with frequency
entire word. Reardless of the size of functional units during the judgments for items that were physically identical for each rep-
identification of printed stings of letters, our concern in this euto in a lisas well as information absuactedl from the itemis
article wa~s to deternme whether informational units of different in a list Gude and Zechmelmr( 1975) and Burnett and Stevenson
size an sted in memory. (1979) have compated frequency judigments for sceom that

It is well etablished that people are sensitive to information we literally identical on each repetition with sentences that
about the frequency with which events occur (Hin-an & lock, were literally different but kept the sune meaningu on echb rep-
197 1; Underwood. 1969). This information appears to be pro- etition. Jacoby (1972) and Rowe (1973a. 1973b) hawe simailarly
cessed with little efor (Husber & Zacks 1979) or intention compared frequency judgments for words that wms literally
(Howell. 1973). Our esperiments wore deigned to capitalize an identical on each repetition with freqluency judgments for words
this seaaiviy to occurrence-rat inforamtion ira way of iden- that woe literally identical but vanied in meaning (homonyins)
dtinatmmory units for wors and word-lila items. We did this and words thai were literally difierent but the sumn in meaning
in our AiM experimen by varying the frequency of occurren (synoyms). Our approach is somewhatM different. We are inter-
of strings of leatrs orthogonally to the frequency, of occurrence ested in frequency judgments for information abmorated fro
of the individual lettrs composing the strings. After presenting the item in the list. but the abstraction of interest is acoss the
the soup at varying aipostat durations, we asked subjects to list rate than within the individual items composing the Wl.
judw o ther letter or sting frequency. Our results provided con- Fromt this point of vim~ letter~level memory units. coded For

frequency of occurrence, could constinste an abstract descripuon
of the compositional characteritics of the list. By analogy with

Tbis researc wusapporedby Grat eMtA9342-C.0317 frm te ctegory acquisanon research, the stimulus list pteseted at some
Artmy Reamwch Instuft and Grat OMH33 140 from the Nisounal In- point in time could be thought of.a a particular information
$01uia of Mmntal He"lh The authors thank Stephen Ro adJh catecory, with the lobal-evel (stung units correspondingx to the
Jouldmtfar =u! reding ofso earlier veson of the manart Clrl exemplars of the category and the element-level (letter) units

O'ork o coaftwl Expertment 2. an Cla 5aed foresodn toa bm.fanldeapioa tecteoy
the da.rsodn oa asrmhtrldcipcnotectgr

~ in~itwthis W 'c should be addaedso imm The initial purpose of Experiment I was to determine tE at
IL Hock, DepmntM Of PsyhOlog FlOrida Atlanitic Unr'wty. Book Nreltvly long PMUmetaio d&raions subject jUd~a woald
Raton, Florida 33431. discriminate different levels of occurrenc frequency for both
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th stuinp and the letters oeposing the strinix. Correlational Table I
data MsPt that peOPle have relabl knowledge about the frt- Mhe Cmoeucnms and &nng AxrWW.c to the Four Eqenmial
quency with which both words (CarrolL 197 1) and individual Conditions Used in Experiment.; I and IA
leter (Auneave. 1953) occur in natural language. it was ia- Stin fhqum6cy
pon to demomzt that under relatively ideal cicumstances,
subjects could discrimnate frequency of occurrence at both the High (6) Low (3)
element (letter) and global (string) levels. By varying letter and consonant
wting frequency orthogonaly we could determnine whether fre- Amew Consonants Stnnp Comanu Strinas
quenc judgments at the element'level were derived fom stored Hig (12) N. W Awl]? SJ.M St/MY
frequency information at the global level and vice versa. WEY~y LtISA

Experiment I also manipulated the prenwuaton duration for NIPO 00OIM
the stnizip the purpose being to determine the levels of memory Mt/DY

priinn. if any. that are uacided whe prooessins coo ASEB
mtrints ame incrae (here, by reducing the prsntatioo dura- Low (6 XHMG.CF pCY Z TX.. VD Zo4KY
born). If. fbr example, brief exposure durations eliminated sub-. AGIF 7IDU
jects' ability to judge the frequency of letter while leaving intact Nt/XE OLEV
their ability to judge the frequency of arimp it would pmovie UZIL
eviec that judgments of frequency for artg wee mo derived KEDO
froim gtored frequenicy informtio for their constituent lettrsn.T

Thie final purpose of the Amr experiment was to determine
whether subjects use a aratepy in which letter-frequency judg- DeZWLTh ,b ~Pin ws onductad in Su phaes. Pleat I in-
ments ame based an the aenvanon of azeinglevel memory units Vol .w a w of 72 lawam a am aftbt e osur
Amording to one sach gzeg, subjects' emznates of letter fiv, iluso In~li~otam u 2, tp ifto dpathefiqacy

n ub would e if they activate the memory representtion, ofocra o aher the sugw or the learn conwoonea tiem. Only
fo asring containng the letter. This strategy, which is similar lam , kam~wbq y datg. 2 partitpatdinPbS.3.
to t -ailability beuristic- proposed by Tversky and lahne, which involie recaling do w1i prommet during Pham 1. The or-

thgicmabl c atioo thes comu daidmbu mid th two fte-
man (1973), could be the basis for accurate judgments of letter ncjII odioslaeahgg 'ixbttoib
frequecy. The laller have aiUed that etimate of the frequency )M CWperMW ,dmt,,s Tdw abj=w = randoly med to
of various emis epn on the acavendon in memory of specihc wick a m~ The atma stich pamda is bbs 1. owe uan
moo or smcise of the events. The activation of strig mah *a *a arthapewnal ena c~Oftwo -, I,. bqb. ea low-
mild be Ieuill for the accurmejudguient ofbterhuleuency hquency 1mm and hp- Inm Ae-&qamy utp.prod~dfou
because in our eprimets as in natural language, t reason wihoj tonadifoes.
some learnPawe higher in frequency than other is tha high- Munuhid Tk initial mp inamng te dah wa; to ap thrm

frequency learn occu in more different sumpg than do low- =nia to QK of da two b- igon. *.,......, cndmns and =x
ftqgwy Asa rsukthm i moe ppoomiy br no-ua to au o im two low~a m ynie. The seaw
luquncyhum. Asa mltthee asmor oportuityfor uqay or wa in Eselis (Idaxner A Tzma. 19%5) was virtually

subiects to aue mmry repremntons of amg contann WM. w the foura of Tioua.le a" v plus r VAre
high-frquency letter compared with strngs containing low-fre the -.b* mth f e - anti to prodimc the it otapaphly
queocy letters and furthe to use this as the bowns for judgments ~maaw bu,.kw moepi sod in Table 1.
of the frequency of occurrence of cons~utasinern In the higb~a ...,..,, bO .q.i .=r -cmo . ea ansrng

Experimt I was designed to control for the possibility that was PumudM atota of= axes. Ban= mob amo-nt inthcdus a
subjets would he biaed to Judge letters as high in frequency appeared in two different strings each was presentd a tota of 12urs
simply bemause they occurred in -moem ailabk high-frquency In the bo-len~wrium bih-e M4NfquencY coodition each wn
MUiw. The orthopmal maipuo of leawe and sking fire- mewWan siw it time. but new each consoomanimed an Only

qiancy prevented sach a bia froom being the basis for sujects me inag. As a malt, ech was presend a totad of xx dem The nine
d Woodalltio beI e hig- and luw tncye letters. SuecW* legic a applied i the two uem ainn malus condition. Fcllaing

I~eosi poroiswar alo nsitoinvzetherol o sung thi powdure isp weoe uod.Sixv g1 ,o pa s x ties
fiamsO rotcol wee do ued o inestgat th roe oswM asb and 12 ame presented three um. amch produing a tot of7

amOo in hts.'fequecy Judsments. In anaslyn" the recoil ~AnMI As hn e -na iTable 1. mamants that appeared in two
dataw asmamed that the liklihoof a string bein recalled &ieAt' mins wow F , - in different postions is nd sting and
was directly related to the likelihood that its memory represen- isn inbinadoa wit dibme vowl ad mosnns Each u - -
Ution orn activated while subjects were making judgments of eiling r~ , I equally aften, two , ware n~sy comibined
lm frequency. with two omasmmets. he sting; were all typeds a p Letti

Goktype IM.
Nosefih mapubaup~ wire EgM nHoww

Experiment I most mull he an- to wod by alon the idwty of a gingle
110 a poto anchangd 441, WENY maoll banm XENT).

Method MW wUIP WMed to the four exprimentl com as amcbed
is ale two sd" of the hems a i aeotam, cml he m tud to

16"100'L 1110w mdowm is eadagaduate pyclo clius English wad, by cang m len.
aFlbs Aimic Uwiwbeyvejuamajputpmd~ asepermen APlAO The 72 mosp UMw I ed im fans arde at e

MaS~ PR. of dam raw iMa. low nt %% w is selw by Indng
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Ta"l 2
jtadeiinii1s OLatsw Ffqumy Th 'opoffio, Of "12" Responsn

Fiaqnsoy a~ Fuw Rqumcy of knee
Eapoese in hibh qcyw in huwbnqumcy omi Luser frequency for anlw

(s) 12 6 12-6 Al 12 6 12-6 Al 12 6 12-6 Ml

Vzosamen I
4.2 .70 M2 .44 .48 .44 .22 .22 .33 .57 .24 .33 .41
1.2 .36 .17 .19 .27 .39 .24 .13 .32 .38 .21 .17 .30
0.2 .42 M5 -. 11 .48 .40 .25 .15 .33 .41 .39 .02 .40
Al .49 .32 .17 .41 .41 .24 .17 .33 .4S .2s .17 .37

Experiment IA
0.2 .48 .47 .01 .48 .4 .42 .02 .43 .46 .45 .01 .46

Ne The proprton o("1" respones refa, to bow often sabpeca juapi a leamto bane ocund 12ra then~ 6 usie.

the I -in bottm othe Kodak Carousl P Arana in a 1, Pr-uad po-. scoes). and Mb we Ibiase by the frequenicy of the suimp can.
sum. rumaotimainp duradona.o iniatelyo0.s perstwing tMing the letter (as indicated by the maw proportion of"- 12"
ends a -ude of aandimoy 0.8 abemie asureaThes i judgmetsat each leel of sug freiquesicy). These riats ame
Mae pmw a n ru ted in easemweurabom of uam h sum arze in Tab I. to asid to siaing the previously
1.2 en 4.2 s; par su dhe decisin between expemem in~ desribed efloct of esposure diaazonon disc -emdoss accuacy,

1~I3 04 L The dat in Table 2tet sndiint awasl ist implmsa
IS cm. Eaels low was appruiatly 2.2 ca wide. Seise tps e daai "2idct eealbnt ug etr t a

in ewn du~md in 1oain- the visual an*l inru e 'by ec n&MM Y
winM &Mn $fro. 10 mAj11 but umI -n ever tha 3.9-. An analysis of vufarianc (AIEOV) an the proaportion of " -

Pri o te do vinm of the snap soft powp of subwee in. v n Pin mhsuet' letter judgmes indicated that sthem was
ameoNd 10 117 to ruN'e the main presented as tdo scree. a significant interaiction betwe the eeS of leter fteqtaency
There we n db cnerning whw subjecta should aneed to and eapostire duration. FR2. 33) - 6.20. p<~.01, MS. -. 045.
idividiul kueormmpmd no adamnom thatwawould mabuuquently Tests of imple e ffect inidicated! that the effect of letter frequency
-nns ft"ee of occarrencin nrnon. was ;snpilcant for the 4.2-s and 1.2-s aposure: duradoons. A~ 1,

Fd t O enaion *( the seWill 300*1ts3 in ku n 33) - 28.32. IR 1. 33) = 24.08, p <.01I. MS. - .045, respecveiv
weTSPad to twoVN Onegpompmade ma onaboutcnoaN bat U not SSUAcMM fixthe 0.2w-6 aposm duratlo.A F1, 33) <
8etin ON ccsm (o Stig pe PM e.0h Moole coqwan .045. High- and low-ftrquecy letters we not dif-
hith Mes I (om ift Wine p f.toakm wpmng ato fhrented more acurately when they we proeeted in high

drde mI th '3" or -6" typed above coc sinag Subjects 'ug frequency compared with low-firequency scrp.s That as the tn-
lete bran-cy we reqakued to cisele othe the -6- or -12- ye teractimn between letter frequency and sting frequency was not
above escb insaana. Fviwm isse g - subms,~ in tpihantjt 33) < 1.0.MS. - .086. The three-way interaction
(cnant)YIod~ctCoumww Vs insructed to ncall a my wit between eposure duration. lette frequoency and strig frequecc
a Possibl. also was not -gnialconz . 33) - 2.00, p .05, MS. - .086.

With regard to response bias. the main effec of strig fin.
Aendu ~quency AI. 33) - 5.63. p <.0S. MS. - .04Z and the interaction

between suing frequency and exposure duradoes. A~2.33) - 3.63.
Lara~fvsa~wMdaamLTheoa" pecags of letter p <.05, MS. - .042. we signicant. The latte tw eM csm we

frequenicyjudgmems tha we correct were 67%. 59%, and 52%, obtained because frequency judgmnts we biased to be rein-
to the 4.2-. 1.2-. and 0.2-1 condition,. respectively. These datm tvely high for letter fromi highi-firequency stp, s. a oor the
indiced that subjects could discriminate lentte frequency for 4.2-s and 0.2-s exposure durations, This bias. which was -iler
the 4.2-s and 1.2-s exposures (chance was; 50% cort).L but (. and unrelisble in the replication reported in Experimu IA.
quencY discriminauti o (caing the 0.2-s exposures was equle.. dad not directly contribute to the discrinmai of letter fiv-
ocal. Average performace in the Ine conidition was cdoseto quency becase sting frequcy and letter frequenicy we varied
chanc (52% corren) with subjects performing below chance orthogonally in both experiment.
(45%) for lettrs; from high-frequency wsings and above chanc A further analysis. in which the leters used in the experiment
(58%) for lesse from loW-freuny Stin$. replaced stubjects as the random variable in the ANOYVA. indicated

For purposes of analsig the dependent variable was the pro. that the results we generalizable ame the letters used in the
portionl of Mabjen rapiss for which learn we judged to experimen.' The interaction betwe letter freuency and ex-
bmv ocurred 12 Itims (half doe leaes *we presented 12 tiims
half 6 time) This msure aflmd us to determine whteb
letter-fequenscy judgmmut (a) dincriminaed between high- and sootose th Wni as umpd with ifta misain~ of lam
Iow~hfresncy liners (n indicsat by positive 12-6 diffneence anped to the bit and lowpfrequisicy tie.we perfam a Men-
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Table 3
Judgment Of Srirng Frequerwr. The A'oponaion of '16 RePspres

Frequency of string with requency or Wuingp with
Exposur high-firequency ltters lovi-frequeney letters Suring frequency tar a&l letters
durstice

(1) 6 3 6-3 A( 6 3 6-3 M 12 6 6-3 Al

Experiment I
4.2 .75 .26 .49 .51 .81 .14 .67 .8 .72 .20 .38 .49
1.2 .81 .29 .52 .55 .81 .38 .43 .60 .11 .34 .47 .59
0.2 .67 .43 124 .55 .94 .36 .48 .60 .76 .40 .36 .58
Al .74 .33 .41 .54 .82 .29 .53 .56 .78 .31 .47 .55

Experiment 1 A
0.2 .67 .37 .30 .$2 .79 .46 .33 .63 .73 .42 .31 .58

Note. The Proporuon of 6- uewom refers to how often rAhiets judge a letter to have ocurred 6 rather than 3 um.

posure duration was again signiicuit. F(2. 28) - 8.2 1. p < .005. part of the fAAl dama se presented in Table 2). If lewe-frequency
MS. - .011. Test of simple effects again indicated that the effect judgments were based on the activation of strings containing
of leter frequency was significant at the 4.2-s and 1.2-s exposure eithe high- or low-firequency consonats, differrences in string

datons. A~ 1. 28) - 39.56. ARI. 28) - 11.24. pc <.O0S. MS. - frequency avid haw &voued the mctvauon of mip containing
.011., raeciwy, but not the 0.2-s exposure duration., 1,. 4;) < law-frequency WUm.L No~etheless high-frequency letters were
1 .0. MS. - 0. 11. Once again. the interaction between letter fre- judged as higher in frequency than law-frequency letters for both
quency and string frequency was not significant. RI . 42) < 1.0. the 1.2-s exposure duration. 11) - 3.74,p -c .005. and for the
MVS. - .020. but the main effct of sting frequency. RI . 23) - 4-2-s exposure duraton. 1(11) - 2..57.p < .05.
4.39, p < .05, MS. - .020, and the interaction between exposure Starfrquewyjudpsemr The o'uallpercestagm of sting
duration and suring frequency, F(2, 28) - 6.39. p < .0 1. MS. - frequency judgments that were crrect were W%. 79%. and 68%,
.011. were significant. The one difference from the analysis in in the 4.2-. 1.2-, and 0.24s condiamt. eMpactivey. The .rpoton
which subjects was the random variable was that the three-way of responses for which the swrings we judged to have occurred
interaction between exosue duration. letter frequency. and six amas (half the stings had been presented six aimes. half three
string frequency was now sgificaint. RT2, 28) - 5.50. p <c .05. times) are presented in Table 3. It can be seen firom the 6-3
MS. - .011I. This interaction. which was not reliable over the differ~ence 1 - 1s that subjects judgments discriminated between
ful set of participating subjects. rellected the relatively small the two levels of srng frequency a all three exposure durations.
effet of exposure duration on frequency dicunabilairy for It can also be seen from the mean proportion of -6" responses
letters from law-firequency stings This insenstuvity to exposure in Table 3 that diffrences in letter frequency introduced litte
duration maty have been the result of performance being relatively response bias into subjects' judgments of sting frequency.
poor (at **Ooor') for the letters; from low-frequency stings. Our An ANOvA was performed in which firequency judgments were
dlearest evidence for successful lette-level frequency discrimi- contrasted for high- and law-frequiecy stings. which in turn
nation (and its elimination at brief exposure durational was ob. were composed of high- and law-frequency hutm The analysis
taned for letters from high-firequency swngs indicated that the effect of string frequency on the proportion

The above analyses inidicated that subjects could discriminate of "6" responses in subjects' Sutrin judgments Was signifcant-
high-firequency from low-frequency letters for 1.2- and 4.2-s ex- RtI. 331- 107.07. p -O<.00M.S. - .074. This effec was obtained
posu* durations. It remained possible. however that their judg- for all three expoure durtioms the interaction between exposure
ments of letter frequency were based on the activation of global- duration and suing frequency was not significant. P2. 33) -
level msemory units (iLe.. stings) containingl the letters rather 1.96.p> .05,. S. - .074. Although string-frequency judgments
than t renrieval of lesswnlevel frequency information. To eval- were slightly higher for the low-ettrfrequency than the high-
uaae this possibility, letterfirequetn judgments were compared letteu.frequency condition, the main effect of letter frequency
at the I1.2-s and 4.24 exposur durations. for high-frequency con- was not sigificant. F1 1. 33) < 1 .0. MS* - .035. Two interctions
soniants embedded in jaw frequency stings and low.firequency were marginally 8sgnficant. The three-way interaction between
consonants embedded in high-firequency strings (tbee data are string firequency, letter frequency, and exposure duration. A2.

________________________________ 33) - 3.30, MS. - .026. barely reached aignifictince at the .05

squrmansysi o do du. Aditrot sbse o ka wa moed level. The interaction bet wsing frequency and letter fre-
to t four mmuulus cmdruim generated by the orthogoal coIinaimi ec~l3)40.W.-06fj sooiA c
of letter fruqancy ad wtins frequency The latter wre terefore treated at the .05 level. These interactions may have been due to ian.
- es eas inmaha iba omlyi amm mich letter ws presented a controlled cluaracterisnmc of some of air items (eg.. ertain htems
all WhU em o Auradom. sPoawe duato "*a treated asa within may have been more likely than, others to remind ibjects of
bear is CMa amlysm. The same appoaf ws taken for th ote item familiar words). This ws suseted by the rnals odan additional
inlyms ta d * eip ANOVA in Which items replace Subjects th 111 rndomn variable.
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Ta"l 4
PAbility ofa Lovter Set Prewm in at Lw Owe Sinw Recal by a Subject (Experiment)

Fu@Quency of lettes Fequency of letes
EapaMMIXe is sahfeuaywim in low-hrequay smLetter frequency fbr anls
duration

(a) 12 6 12-6 At 12 6 12-6 Al 12 6 12-6 M

412 .81 .53 .23 .67 .64 .40 .24 .52 .73 .47 .26 .60
1.2 .50 .47 .03 .49 .58 .14 .44 .36 .54 .31 .23 .43
0.2 .61 .31 .30 .46 .14 0 .14 .07 .38 .16 .22 .27

l .64 .44 .20 .34 .43 .1$ .27 .32 .55 .31 .24 .43

The results of this item analyis again indicated that the effect was tha this difference was virtually identical when averaged
of string frequency an the proportion of -6" responses was s*g over string frequency, for ach of the three exposure duradOnsA
nificant. R1. 14) - 79.S5. V .001, VS. - .033. and the inter- n DAN~ wth tM lettusmed in the experiment serving as tbe
action between stritg frequency and exposure duration was not madam variable, indicated that amp with high..feqaency, letter
sizzificant. PM 28) - 2.09,p > .03. MS. - .026. Howem weoe recalle ignihoa ly mare ofte*" thangsuz with low-fre-
neither the interaction bet sening and letter frequency. F[ . quency kuLete F1, 14) - 104.57, p < .00 1. US. - .007. The
14) - 1.21- p > .05. MS. - .033. nam the three-way interaction efiec of exposure duration on smug recall was signilcant. FX2.
beten suing frequeny, letter frequency. and exposure duration. 21) - 27.24.,p < .00 1. MVS - .0 17, but neither fth interaction
,92. 21) - 1.2 p o .05. M. - .026. was inifinatsfy Mow- baemcn letter frequency and exposure duraton. 1T2. 28)~ <.0.
alizable aver the stem mdn in the experiment. The interaction MS. - .017, nor the interaction betweon lette frequency and
dbcPwt obtained with subjets serving a the random variable sting frequency, ARI. 14) - X.13. p >. .05, M%. - W0. umn
wee thus limited to a relatively small number of swimp in the sinieant Finally, the three-way interaction betinwsm exposure
stimulus list. duration, letter frequency, and tin freqruency was igihcant.

The results obtained far the 0.2-s presenitation duration in- F[2, 28) - S.44. p < .02. MS. - .0 17. Theme was no obvious
dicated thatstring frequency could be discriminated under con. explanation tar this ineraction. It is worth noting. however that
ditions that prohibited the meention of lette frequency infor- the dam pattern leading to the interaction did not match the
mation (M jects' freqluency judgments following the 0.2-s ex. pattern obtained far judgments of letter frequency.
posures did not discriminate between t two levels of lettr The results obtained from this. analysts of subjects' recall pro-
frequency). This eviden that frequency judgments far sting tocols stand in contrast with the significant interaction between
were nos basedon the freecy of occurrence Ofthiroosis~duet lette frequency and exposure duration tha was obtained when
letter;s asppemented by the following. At each exposure we msessed suibject' judgments of frequency of occuirrence for
durancon. rWin-requency judgments were compared far high- individual letters Subjects' frequency judgments difireanated
frequency strin composed of low-frequency letters and low- among the high- and low-frequency letters for the 4.2-s and 1.2-
frequency strngs composed of higlh-frequency learn. If string- s. but not for the 0.2-s exposure duration. This interaction was
frequency judgments were based on the frequency of occurrence not obtained tar the recall data. Subects recalled mome strings
of the letterscomposung eachi wing. differences in letter frequency with high-frequency learn than stritp with low-frequcDLcr lettrs.
would have aoe judmng the law-frequency smpg as high in even at the briefest exposure duration. If subjects' frequency
frequency (t relevant dama are part of the full data Nes presented judgments for letters were based on whether or not they could
in Table 3). Nonetheless highi-frequency strngs wre judged at recall a leter string containing the letter being judled. they would
higher in frequency than law-frequency suing lit the 0.2-s ex- have been as accurate discriminating letter frequency far the 0.2-
posuire duration, 1(11) - 6.87. p <c.001. the 1.2-t exposure du- s exposure duration as they wver e for fth 1.2-s and 4.24s exposure
ration, i( 11) - 7.65. p< .00 1, and the 4.2-s exposure duration, durations. The case was partictularly clear tar letters from high-
A~l1) -4.32,p cO<.0S. frequency strings. For 0.2-s exposures. subject were clearly un-

Free recalL As indcated earlies subjects who judged letter able to judge the frequency of occurrence far these lettrs (see
frequency wre subsequeantly skled to recall as many sting as Table 2). Howvr it can be seen from the recall analysis, sum-
possble. Our reason for doing this was to determine whether maril in Table 4, that this combination of conditions 0i.e.
subjects' leaerufrequency judgments were derived from activated htighi-frequency stin. 0.2-1 exposures) provided the greatest
memory represetations for previously seen strngp. For eachs potential for subjects to base discrimnative letter-frequency
letter we computed the proportio of subts* far whom the letter judgments on the activation of memory representations far pre-
appeared in at least one correctly recalled string. As can be seen viously seen stip. Yet, successful letter-frequency discrimi-
from the mean values in Table 4. we obtained the expected dif- nation was not obtained.
tee in probability of recall between high- and low-frequency-
lettrns hlgh-festuacY lcum appeared more often in correctly 3A WW anai IN PI pefore fr sings that wwe Usd in Nab-
recalled 001111 than did law-ftequenc letters This d&IGbene je,. recto buts did not ca -V aond wit *s p dhat vms prevwaui
was expected because high-frequency letters occurred in more pimsL. M sed 1OW-AequinY ~an 2Pewd SWANKlY 01m0in ISd
seringi than law-frequency leters. what was important, howoever incretl recalled leterw mw
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A& alteronatv iitia Of the Stategy diacussed above is ane wai obtained when the letters used in t experiment replacd
in which frequency judgmenam on ed an whether or nam sub- subjects; a the random wariable in the A?4oV. Tbc effcts of
jects can recall moare than one srng containing the Ltte being letter frequency, wing frequency, and the interaction betwei
judpd Accordingly, the likelihood of a subject judging that a letter frequency and string frequency we not ipicant. RI.,
lesser occurrd 12 rather than 6times would increm when the 14) -c 1.0. MS. - A024 (foaal of the above).
subject recalled, more than one stin containing the letter As Sr,tfeqmcyJudgmes. The overall pesommgo of string-
above. the potential utility of this stategy vaen from high-fre- frequency judgnents that we correct was 66%. The poooo
quency lettrs occurring in more diffierent imp than low-fre- of rePonses for which the snags we judged to harve occurred
quency letters. Multiple recall ams therefore tme likey for the xx times are presiented in Tabl 3. As in Experiment 1. subjects'
hig. than the low-frequency letters. responses differentiated betae the wings vPemensed six times

In parallel with the preceding analysis. we computed the pto- and the sunmp presented three times. An ANOVA indicated that
portion of subjects for whom each letter appeared in at least two the effect of sinag frequency on the proportion oft6" responses
cormodty retalled swings. tn contra with the preceding analysis, in sbubes' string judgments wans zipihcan. R 1. 15) -27.33.
a lette appeared in move than mne correctly recalled string very p -c .001, MS. - .058. Although waing frequency judgments
infruquently The mean probabilities of. usle-letterecall. av- we agocaudy higher for stings with low-frequency compared
alng aross high- and low-frequency letters, we At2 .06. to high-friequency leaes FU. I5) - 5.06. p .c.05,. S. - .034,

and .17 for the bref.in eat. and long presentation dua- thisextent to which subjects judgments discriminatedl between
rations, respectively Them probabilities we too low to permit the two levels of sti" fequenc as nm affiected by the fre-
the comparms of bio- and low-hiquency le ar that as the quency of the leters conipoag the stuw. That is. the inter-
basis for the preceding smalytis Instoad. we deleted subjects action berwe letter frequency and suring frequency was not
frequency judgments for letter; that subsequently appeared in signicant. Al. IS) < 1.0.,S .023. Samilar results we
more than one of their carrecly recalled whngs The rmuls fo obtained wba ieas replaced mabject as the madam variable
Judgments of letter frequency remained the tme. Thus. there in the ANOYA. The effiect of string frequency, so iicnit At 1.
as no support for the hypotheis that subecu;' frequency judg- 14) - 1.42. p c .005, MS - .035. and the interaction beteen

mnw for loers were huead on the number of strings they could string frequenc and leter frequency su not iimem IRI.
recall that contained the letter befng judged. 14) < 1.0.1. - .035. In contrast to the analysis with subjects

W- as the radom %wsl themtu effiect ofc frequecyc

Experiment I A was not igifiat. JR 1. 14) -1.17. p .05. MS. - .035. The
Aal an*=s connsizedfrequency judgments fo high-frequency

The evidence obtained when the exposure duration was 0.25 stng .ompo I of low-frequency learn with low-frequency
showed that subjects could aceuruly judge sting frequenev un- wings composed of high-frequency lettrs. Judmns we ag-
der conditions that prohibited accurate discrimmnanton of letter iicantly higher for the high-frequency fWins C S) - 7.09.
frequency. The purpose of this mperimen was to replicate that pc <.01.

DiSCussion
Mferhod The ress doody replicated those obtained in the comparable

As Woicod above. st twoure doaiaticous 0.2 s per mums (the 0.2-s exposure duration of Experiment 1; subjets' judgments
Wftbewe av-u reained a approximately 0.8 4) The denge discrimiaged waig frequency under conditons, that prohibited

asi p -1- %we Wal t Experment 1. A ponp of 32 sobjaca the diwimuinnjion of letter frequency.I Subjects could not have
VelUntatiy , mul-aI in the Gmmt.M All weIM stije in an Un-

low hap-y and h~jvupd " 'euoy1A poNNW abjau o at di coadomon was that sotjen ay bM
bed' , tI ge afom lisay kir braeiypsusntI ua but nasa

Xeridu a~m 69afut to dicriinte 12 boas 6 s a repined for ndvdual
ions ta to dcuizese 6 fRom 3 event. as am sequued for

Lat,fienyumdgmmzr.t The overll percentage Of letter- wig.A adionlepartment ur w iacaduco so evaitase this pown-
freoquency Judgments that we correc was 52%, which wa ef- vimhe**andipasw , las hofofwbh
hetively a chance. The proportions of taponre@ for which the we pr1 ne 12 ams aw ud haV psaua 6 ies Goeh. The ex-
letters ewe Judged to have occurred 12 ames am presented Wn pooor diamovi on 0.2s. The imlat of t sheipwim imirsow thai
Tabl 2. As in the brief exposure condition of Experiment 1. theifferearin f psporaisaof 12' sia .uem thwo
mabjacs Jaigasoms did not diffente between lIm presented Icueacy ko(AS) an lowhisquoocy hr (.32) u eve-rbl to
12 times ad lettrsente '6 mes(thirp pg lmgoof orrect di I' idoproUrb of "I" tapssl 1hoe do W- fAd
frequency judgments as es chance). This was thecoae for lete lew-Iqooaey Mu s~ doh 012-s esom coom of Eapameng I
from both high-. and low-frequiency strings. An A?4OvA on the od IA.114A sll (iefr ruleosa poombbsya Ii echfiled

so" d il -m lwiquenc or 0.2-a aoMAneS Espuimens
proportion of "12" riepomes in sAPubjt lettw judgmsents in- ad IA haum ofafteeeiat m ~ h

dicte tatth aee o lw eqenyPt1.15) c 1 .0. 15, - 12 and 6 m~- Ahlo i1ma onootinane poo it va
.042. o sctsft in IcqAmeac , l5)-C1.0.M ftM q .090. - w t .u m. o
Md~ _ado howe SO Ahquen ad wuing fequency. IMusM wer de Phs~iy as shre -W wo wriu i rAn
AI. 3) -c 1.0.A M - .05, weao aiguilicean ideal results i~o AW Aing MMM ri0 ~A ib bari* w
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bowmdi ha Isuma of wi bmquency an the feuency of amwd.lhnnaummwt hd 40 mfareA i (mwa~dy
ocunuu of tb* 0co 0Mpnn 'es becaus they appftky Isa wank med nairwarde). which wqe t campamdoui of a
bad nol bsledge of the lua rkequenciss. Sma km t w bdw s QU6 inmow a S~ i
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stingas high in ftaquenac~tDma= it wa not rjdW* when ahuwi awised as th saws. The bo.a duUWpud aIiI mu @W
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dwv edlI -eq-m --I m he imp wet act dI beat from i aaw~ns ofiulv sua a.onfi ewr muM aon Fbw%
hqmmdse a~thub mo'tn evs tot A



29

239 H. HOCK. L. MALCUS, AND L. HASHER

As in Experiment 1. recall protocols wee used to evaluate te in high-frequency mings. Becme differences in string frequency
likelihood thi mbjecu' learequency judgments wee besed would have favoted the activation ofl.oba-leve unit mth low-
on the retrieval of global4evel memorresentaion of the fequency lettes this comparison provided evidence against the
stings conuning the letters. %a dopted the criterion that three agument that element-level frequency judgments depended on
of the four leters in the sting bad to be correct before the sring the activation of lobia-levei memory unit The final evidence

s considered to be correctly recaled and then counted the for this conclusion came from aanalyss of subjec' recall pro-
frequency with which each target letter appeared in a subje's tocols As expected from the msucmm of the stimulus list subjects
correct-realu protocals. These recall qemmcies were correlated realled more winis with high-frquency tha, low-frequency
with both fte actual and estimated le frequencies, and a partial eur (thee were more of the former to recall). However this
correlation coefficient was computed between the actual and es- was the case even at the 0.24 exposure duration. Despite this
tiated frequencies. Using this procedure, the relationship be- indication of eseter availability of global-level memory units
tween actual and esmated frequency was determined, with the containing higb-frequency letters compared with low-frequency
effect of recall frequency held constant (McNemar 1962). letters, subjects sll failed to discriminate between high- and

Partial correlation coefficients for each subject wr computed low-frquency letters following 0.24 exposures of the strings. It
separey for the eight Uret letters assigned to the word and could be conclude, at least for the lonr exposure durations
the eight target letters sipsed to the nonwords. The mean cor- of Experiment 1. ta subjects abstacted leter-4evel frequency
reladion coef .ients.46 for the words and .40 for the nonwords, information that characterized the componential strucnure of
were not statistically diffrent, 9(15) < 1.0. Howev the overall the stimulus list. Furthe eidence indicating that this informaon
meaw, r - .43. was signiicantly greter than zero, 8(15) - 4.75, was s ored in Iow-term memory w repot in Experiment 2.
p <.001 (of the 32 partial correlation coeffkients tha wore com- The leta judgment data peo e some indication that Tver-
puted, 27 were positive), sky and Kaheman's (1973) "availability beurimic" w opea tve

in our epermem. Thai s there an some bis br subjects to

Discussion judg len as mlathely high ian frequency imply becam they
ocurred in more mible 1h queicytr wip (te main eect

The rsults of this experiment extended the previously reported of string frequency on letter judgements was significamt in Ex-
evidence for the abstraction of letter-level frequency information. perinment I but &II short of signi, ,ce in Experiment IA).
Subjects' estimates discrimina between the frequencies oflet- However, the orthogonal manipulation of letter and sting fre.
ten as they appeared in both words and pronounceable nonwords quency prevented this bia from being the bsis for mbjects'
during a lexical-decision task. The partial correlation procedure ,iam.mbetween high- and low-frequency letters.
showed that subjects' sucen at letterfequmcy estmuation could Experiments involving udgments of mw frequency gnerally
not be atibuted to the derivation of their esimates from the do not control for the feluency of occurrence of the letters
recall of the suins containing the letters. Furthertm . the in- composing the wsts. The above evidence for letri-freuency
troduction of a 30-rin delay between the presentation of the discrimination sua the possibility that fequency judgments
wings and the letter-frequency test showed that the letefre- for swings might be bWd no oa thei frAu ncy of occurrence
quency inormation was stored in long-term memory. This result but on the fequency of occurrence of their consituent letters.
paralleled Warren and Mitchell's ( 1980) evidence forthe retention Although the use of such a mamy is possible. the stimulus it
of string-level frequency information over a 20-rin delay. Sub- was designed so that sting frequency could not be predicted
stantial iosses in suing-level frequenc) information have been from lette frequency (they we veried orthogonally). Further-
reported for 1-week delays (Underwood. Zimmerman. & Fmreund. more. high-frequency strings were judged as higher in fiequenc-
1971). Whether or not extended delays would result in similar tham low-frequency suing eve when the farmer wee composed
losses in abstracted letrevel frequency information remains of low-requency letters and the later of hig-frequency let.
to be determined. The opposite result would have been obtained if judgments of

sung frequency were based on the frequencies of the strings'
letter s.s Fnally, stringfrequency judgments dicrim-

Greneral Discussion inated btween high- and law-frequency strings under expert-
Our basic evidence for the sorap of element-level units was mental conditions (the 0.24 exposure duration) for which letter-

that high-raency le me judged as high in frequency sig- ftequency judgments did not discriminate between high- and
nicatly more often than low-fequency letters (for exposure low-fiequency letters. Under these conditions. it was impossible
durations of 1.2 and 4.2 s). We then considered the counterar- for swing fiquency to be judged on the basis of stored infor-

imemn that frequency informa on was not associated with lete- moon involving letter frequency because the latter informauon
level memory units and that subjects based their leer judgments was not avilabfe (as measured by judgments of letter frequency).
an the activition of globallev memory units containing the To ummearim our experimental results provided evidence
letes.We noted fAm that the stimulus list was designed such for the independent formation of both ilobl-level (strings) and
that letter and string frequency were varied orthogonally, so that element-level (letters) memory units. Although tis conclusion
sing frequency had no predictive value for judgments of letter refers to the sort of information subjects remembem the results
fqemmy. Furthermor, h letters were judged as are potentially intrmative comcrning the way wich this in-
hlher in Oique-ncy than low-frequency letters (for the 1.2- and formation as retrieved. That ia, the tendency for wring-fiquency
4.24 durations) even when the high-ftequency letters appeared iaformadon to bias leterftequencyjudgments sg t that both
in iow-fraquency strings and the Io-fquency letm-e appeared types of information may be retrieved topther, even when the
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ts* calls only for the judgmen of letter feuecy. (The caws procedure elintinates the need for producuom (" tin reall par-
for joint retrieal we subjects judg sting frequency reman adipus) and also elimninaxa the problem of performsowedr,
uncertain because these judents appwed to be influienced pending on the perceptual similarity of prevousy seen and new
onl by wingeval informaton.) The joint retrieval of string distactor stimuli (a in recognition paradigs).
level and letesamel memory unit migh mo butS does nam
demand, that they ame stored together One possibility is that Referraces
rep"senations, involving globulleval (Winoj memory units in- AtoatF 93 lsnceica roailt

dlude individual eement-level units (the spelling for fth sting). . af95) Pthim2obiis a fooneo
with ench of the 'ciY Jared of qwmflmu Psxhim5 46. 8146.

wit su oft dmests ole wih rlpid t inheqenc of BursUA. &SmnmJ. k. (1979. Inrcnmal eaon frequeny
occurrence in the list. Whether one can distingish betwe this Jumentsfrves munWAn4,, a n Jouulofhycd y 92.
and other representational, formats, (e4g. separate storag of 722-1121.
global Is A and element-level units) is quesicaahe. This inde- Carrell. J. ll. (1971). MemaruviaV prie of 6-19jc 'e manide
termincy is analogous to the indeterminacy regedin the rep. esumas of wor havuecy. Jared o H"i Learam aisel

resetational forma for itern-specific, exemplar information Behvw. 10. 722-729.
(globsl-level units in ou study) and cieoyev. summary Gude. C- A Zechuniister E.L (1975). Ftqumncyjudpoenis fbrt -gist
information (eemnt-level units in our study) in caiqlory-ac- o iatni Aiain JaredI oft)aiO5, 88 3115-39.
quisition task (Medin. Downy, A burphy 1983). In the absence Has6- L- ZeckLa R. T (I979M Auommn ad efforifut pocios in

of~~~~~ ,prmem Paradigm af~w dehitiel distinguis Gmm en fL 108. 3 56- 3882
afhpseanta rps~nu thfrats ogiurd furhe mah fi- Hinuma D. L- A Black. R. A. (1972). Rapeun and airmwr E.-
alerngathve formatink ofmeoryi ut hreaer resutsW dene for a andtiple4rics hypohsi. Jared of Expein'va ftv

volingtheforetin omemry nit ha relictedthereslts cholmr U. 297-306.
.. patu in this ace and focused on fth task charactewisna s j*cbe J. * (1) Leesoopidu In M. Xuboiv' £3. R. Pare-
that influence the mntoo of informsatonal units of diffret aim (iE.. hmcpual Planiz-sw. Hill-sdeh NJ: Erfthan

sz.For eampK e. mae #adn that the prnei process I !IVd W. C(9731.Sm g feemndc ifiewamyn A~u
otumnp of leaes flicilitates; the formato of memory units for afltw paradigm in, mnmr JduxaI qfEqmnma PrydilM 96
the leres (Malcus, Hock. Cavedo. A Smith. 1983). 2023

Evidence tha su t acrately judg e frquency of Jacoby. L L (1972U Comtmx , M F on frequency jigus of Wmrd
occurrence Of comnponent elements of large order units a nam an sasssc. Jbirnd offtervamo Pypbop 94, 2S!.-260.
excltasr'e to this artide Jacoby (1972) showed tjh5t -b~ ca Kella L. T g2982) Few. frequency in cocptWmi What is

Milethefreueny ofaccrrem o wods ebeded n P1*- cout edMwey & Cogwuof. 9.157-163.
judg thefreqencyof ccurenceof wrdsembeded n prm- L. Hock. a L Cavedo. L C.. A Smith. L B. (1935, Marclx.

m2anca sus.tn InvemW* testing; hatre~rqtsucy models Ome wsgosrm 4fn ve dcosom
of concept formation have shown that subjects can judge fre. co ip eps.m aPe -e a lattheinsmngof the Earn Pm"-
quenicy of occurrnim for t cmponen parts of echemati hn cbdop A - Sa. MA.
(Kellou 19812). En work in p. rg we ame obtaining evidence Mvaoa: Xt S- A Tresult. M. L. (2965) Tables of in&l kmc and
that subjects presented with a seqluence of dot paens n a s- diagrm hequancy comu for various wordept and Iem~pouon
curatetv judge how often indlivid*al laadn hav bo ocuie muisadons. Pnc1WimoeWoUorph SupplerniL I(ND. 2). 13-

by a dot. In other work in pr opus we =r finding that subjcts 79
can discrisrunate diftsenes to the frequency wvith which vw'w mNdi 0. (Iw %:I sA Muorey D.mcs 41W3 wResotip beoee

spaia relation i . insd below) occur 3crns a sering of sce= es ia D. L.g Demy, 0 L. dac Atur ha .(181 ab s onsa b etac

involving different objects However obutinn evidence for suc- u d olr berrn Evk thy* abstra*4* a~w n'do

cesaul frequency discrimination does not delinifively indicate 9.0-U
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SECTION 2B

Frequency Estimation for Words Appearing in Sentences

Howard S. Hock and Mary LaLomia

An issue of particular importance in recent research concerned
with the encoding of frequency of occurrence information is whether or
not the encoding process is automatic (Hasher and Zacks, 1979; 1984).
Although it is clear that frequency information can be encoded without
the intention to do so (Hasher, Zacks, Rose, & Sanft, 1988),
experiments demonstrating that subjects' orienting task in viewing a
list of words affects the accuracy of frequency Judgments suggest that
the encoding process may not be not automatic. For example, Greene
(1984) has reported an advantage in frequency judgment for subjects
receiving an intentional-learning orienting task compared with
subjects receiving an incidental-learning orienting task (without any
instructions suggesting that subjects remember the presented items).
In another study, Naveh-Benjamin and Jonides (1986) found, for
subjects with an intentional-learning orienting task, that frequency
Judgments were more accurate when a secondary orienting task was
relatively difficult compared with when it was relatively easy. They
also found that frequency Judgments were more accurate following a
semantic-association orienting task than they were following an
acoustic-association orienting task.

How can frequency coding be both unintentional and task
dependent? The explanation we propose is that subjects' attention to
an item during the orienting task can affect the likelihood of
previously seen versions of the item being activated in memory. Once
attention is paid to an item, the reactivations that facilitate
frequency discrimination proceed without trying to remember how
frequently various events occurred.

The "attention hypothesis" was tested by manipulating the extent
to which subjects attended to the items whose frequency they would
subsequently be judging. Rather than having subjects Judge the
frequency with which various words appearing in a list of words, we
asked subjects to Judge the frequency of occurrence of target nouns
that appeared in a series of sentences. One group of subjects judged
whether or not the sentences were meaningful. A second group of
subjects judged whether the sentences were written in the present or
past tense. Because the judgment of meaning demanded attention to the
nouns in each sentence, but the judgment of tense did not, we
predicted that the estimation of target-noun occurrence frequency
would be more accurate for the meaning-judgement group than the
tense-judgment group.

The present study was concerned with quantitative differences in
code activation resulting from differences in attention during the
initial presentation of the items. However, previous experiments have
suggested that orienting tasks of the type we used could result in
qualitative rather than quantitative differences in code formation.
Bransford, Franks, Morris, and Stein (1979) have argued that the
apparent effectiveness of different orienting tasks depends on the
types of codes that are formed and the requirements of the
post-acquisition memory test. For example, phonological orienting
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tasks result in better post-acquisition recognition accuracy than
semantic orienting tasks when the previously seen and distractor items
are phonologically similar, but vice versa when they are semantically
similar. However, as indicated earlier, an advantage of
frequency-estimation tests of memory is that they do not require the
presentation of distractor items. Hence, frequency estimation is
neutral with regard to qualitative differences in the codes subjects
generated during the initial presentation of the items, and reflect
only quantitative differences in code formation. These quantitative
differences are presumably due to differential attentional
requirements of different orienting tasks.

A further consideration in evaluating the effect of the orienting
task on word-frequency estimation concerns the size of the memory
units on which frequency estimates are based. In the Hock, Malcus,
and Hasher (1986) study, we were concerned with whether letter
frequency estimates were based on the retrieval of letter-level or
string-level memory units. That is, in addition to the retrieval of
letter-level memory codes, subjects could base their estimate of a
letter's frequency on the number of global-level memory units they
could recall that included the letter being estimated. Hock, et al.
(1986) evaluated this possibility by obtaining free recall data
following the frequency estimation phase of their experiment,
determining the number of times each letter appeared in correctly
recalled strings, and computing partial-correlation coefficients with
the effects of recall-frequency "held constant." A similar procedure
was used in the present study to determine whether Judgments of word
frequency were influenced by the recall of sentence-level memory
units.

Experiment 1

3a4oJgtj Sixty four undergraduate students in psychology
classes at the University of South Florida participated in this
experiment, for which they received class credit.

.MiiA. Sixteen target nouns were chosen for the experiment.
Their frequency of occurrence in written English was high; the mean
frequency value was 268 per million words. For each target noun, 16
different sentences were constructed, eight meaningful and eight
meaningless. Half of the meaningful sentences were written in the
present tense, half were written in the past tense. The same was true
for the meaningless sentences. The meaningless sentences were
constructed from the meaningful ones by replacing a noun or verb such
that the meaningless sentences remained grammatically correct. For
example, the meaningful sentence THE TAXI WENT S EDING BY was
rendered meaningless by replacing the word SPEEDING with the word
ITCHING. The target noun in this example was TAXI. The positions of
the target noun and the tense-determining verb were balanced across
sentences.

Although a total of 256 sentences were constructed (18 target
nouns x 16 sentences), each subject was presented only 60 of the
sentences. Of these 60 sentences, 30 were meaningful (15 were in the
present tense, 15 were in the past tense), and 30 were meaningless (15
were in the present tense, 15 were in the past tense). Four of the 16
target nouns each appeared in eight different sentences, four appeared
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in four different sentences each, four appeared in two different
sentences each, and four appeared in one sentence each. At each
frequency level, half the target nouns appeared in meaningful
sentences and half appeared in meaningless sentences. If a particular
target noun appeared in a meaningful sentence, its other appearances
in a list could only be in other meaningful sentences (the same was
true for target nouns appearing in meaningless sentences). Thirty two
different lists were constructed so that each target noun appeared
equally often at each frequency level (1, 2, 4, and 8), in each
sentence type (meaningful vs. meaningless), and with each tense-type
(present vs. past). Over the entire experiment, each of the 256
sentences appeared equally often.

DAuiafl, The experiment was conducted in two phases. There were
two orienting tasks during Phase 1, Meaning-Judgment and
Tense-Judgment. The 32 subjects assigned to the Meaning-Judgment
condition were required to determine whether each sentence was
meaningful or meaningless. The 32 subjects assigned to the
Tense-Judgment condition were required to determine whether the
sentences were written in the present or past tense. Subjects were
given no indication that there would be any sort of memory test.
Phase 2 constituted a frequency estimation test, with each subject
being presented one of four different random orders of the 16 target
nouns. Post-experimental interviews confirmed that the memory test of
Phase 2 was unexpected.

A The stimuli were displayed on an Apple 2e
microcomputer. Each sentence was presented inside a rectangular frame
that always remained on the screen. The frame intercepted a visual
angle of 2 deg vertically and 20 deg horizontally. The exposure
duration for each string was three see. The interstimulus interval
was also one sec, except for the occasional trials on which subjects
required more than one sec to respond. Then, a one sec delay was
introduced between the subject's response and the presentation of the
next stimulus. Subjects in the Meaning-Judgment condition were
instructed to press one button on the computer keyboard for sentences
that could corresponded to a real event, and another button otherwise.
Subjects in the Tense-Judgment condition were instructed to press one
button for sentences that were in the present tense, and another
button for sentences that were in the past tense. Incorrect responses
were signalled by a brief flash of the rectangular box on the screen.
During Phase 2, subjects were asked to estimate how often each target
word appeared in the preceding list. The to-be-judged words appeared
one at a time on the screen.

Mean reaction times and error rates for Phase I are presented in
Table 1. An examination of the table indicates that reaction times
were faster in the Tense-Judgment than the Meaning-Judgment condition,
but the difference was probably due to differential speed-accuracy
criteria in the two conditions. The finding of primary interest was
that reaction times in the Tense-Judgment condition were faster for
the meaningful than the meaningless sentences. This indicated that
subjects in this condition were processing the meaning of the
sentences even though the task required processing only verb tense.

...h ...
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Table 1
Mean Reaction Times (in msec) and Error Rates (pct) for the

Phase 1 Orienting Tasks of Experiment 1.

REACTION TIMES ERROR RATES
Phase 1 Meaningful Meaningless Meaningful Meaningless
Task Sentences Sentences Sentences Sentences

Meaning-Judgment 723 813 3.8 11.3
Tense-Judgment 666 771 12.2 14.2

The results for the frequency estimation test of Phase 2 are
presented in Table 2. As predicted, the Meaning-Judgment orienting
task resulted in more accurate estimation of word frequency than the
Tense-Judgment orienting task. This supported the hypothesis that the
encoding of information relevant to word-frequency judgments was
facilitated by tasks requiring attention to the to-be-judged items;
since determining the tense of verbs did not require attention to the
target nouns in the sentences, frequency judgments were relatively
inaccurate in the Tense-Judgment condition.

Table 2
Mean correlation coefficients between estimated

and actual word frequency for Experiment 1.

Phase 1 Meaningful Meaningless
Task Sentences Sentences

Meaning-Judgment 0.62 0.52
Tense-Judgment 0.42 0.42

Experiment 2

This experiment was similar to the Meaning-Judgment condition of
Experiment 1, with the exception that the materials were different and
the experiment included a third phase in which stjects were given 10
min to recall as many of the sentences as possible. The purpose of
the experiment was to determine whether Judgments of word frequency
for words appearing in a series of sentences depended on the retrieval
of word-level or sentence-level memory units. Thirty two
undergraduate students at Florida Atlantic University participated in
this experiment as one way of earning credit toward an undergraduate
psychology course.
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Table 3
Mean correlation coefficients between estimated and
actual word frequency, and between estimated and actual
word frequency with recall-frequency partialled-out.

Meaningful Meaningless
Sentences Sentences

Actual with Estimated Frequency 0.48 0.55

Actual with Estimated Frequency

(with frequency in correctly
recalled sentences partialled-out) 0.47 0.53

Actual with Estimated Frequency
(with frequency in all
recalled sentences partialled out) 0.42 0.50

The results of the experiment are summarized in Table 3.
Partial-corelation coefficients were computed as follows. In the
initial analysis, the sentences subjects recalled during Phase 3 were
scored as correct if the critical information in the sentence was
correctly recalled; erroneous recall of articles or the tense of the
verbs was ignored. Using this criterion, correct recall was quite
low: 5.6% for the meaningful sentences, 1.7% for the meaningless
sentences. We then counted the frequency with which each target word
appeared in correctly recalled sentences and computed
partial-correlation coefficients. As indicated in Table 3, the
partialling procedure had no appreciable effect on the correlations
between actual and estimated frequency. In an additional analysis, we
eliminated the criterion that the sentences had to be correctly
recalled, and simply counted the frequency with which each target word
appeared in subjects' recall. The partial-correlations computed on
the basis of recall-frequency were only slightly reduced. We
concluded, therefore, that subjects' estimates of word frequency for
words appearing in sentences are based on the retrieval of word-level
as opposed to sentence-level memory units.
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Section EC

The Perception of Pattern: Coding the
Position of Component Elements

Howard Hock, Laurel Smith, Leonie Escoffery and Alexandra Bates

Abstract

When presented a series of patterns inside a frame, subjects
unintentionally retained information concerning the location of the
elements composing the patterns. Despite their certainty that they
lacked the ability to do so, subjects could use this information to
estimate the frequency with which the elements occurred at various
locations within the frame. The precision with which subjects emcoded
the positions of individual elements was increased by orienting tasks
which enhanced the formation of pattern-level memory units. Nonetheless,
the accurate estimation of element-location frequency depended on the
retrieval of element-level rather than pattern-level memory units.
Orienting tasks that emphasized the formation of pattern-level memory
units reduced estimation accuracy by suppressing the formation of
element-level memory units. It was therefore concluded that the
retention of superficial details, like the positions of the constituent
elements of a pattern, need not be retained at the pattern-level in the
form of a template-like pictorial copies. Element-level memory units,
and their associated position codes, can be abstracted from a series of
patterns and represented in memory in the same way as the semantically
important attributes of the patterns.
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Some time ago, Clement and Weiman (1970) reported the results of a
study which suggested that it was extremely difficult, if not impossible,
for subjects to ignore the configuration of a pattern composed of five
filled circles and identify it strictly on the basis of whether or not a
single spatial location was occupied by one of the circular elements.
Although many years have passed since this study was published, there
has, to our knowledge, been no further research concerned with the
relationship between the encoding of pattern-level configural information
and element-level location information.

Clement and Weiman (1970) required subjects to sort cards
containing one of two patterns into two piles. When they were
instructed to attend to the whole pattern, sorting times were affected
by the size of the patterns' equivalence set; patterns with small
equivalence sets (the configurally simpler patterns) were easier to
discriminate than patterns with large equivalence sets (the configurally
more complex patterns). The critical feature in Clement and Wetman's
(1970) experiment was that they selected their pattern-pairs such that
subjects could discriminate between the two patterns in each deck by
attending to one location and determining whether or not an element
(i.e., a filled circle) was present at that location. When subjects were
told to look for such a location during the sorting task, the effect of
equivalence set (configuration) was reduced, but not eliminated. When
subjects were actually shown a location for which the presence or absence
of an element discriminated between the two patterns, the configural
effect was further reduced, but once again, was not eliminated.

Clement and Weiman's (1963) results provide evidence of a bias for
patterns to be processed at a configural, or pattern-level, rather than
element-level (Navon, 1977). There are a number of ways this bias could
have influenced performance. One possibility is that subjects
occasionally processed the stimuli at the pattern-level, despite
intending to follow instructions to sort the patterns on the basis of
element-location. Since some responses would be based on pattern-level
processing, the configural effect would be reduced, but not eliminated by
element-level instructions. Although the preceding explanation implies
that pattern-level and element-level processing compete with each other,
an alternative explanation implies cooperativity. That is, pattern-level
information may always be processed, despite subjects' intentions to do
otherwise. The residual configural effect obtained under element-level
instructions could then be attributed to patterns with simple
configurations being identified fast enough to facilitate a pooled
decision that takes account of the Nstatus" of both pattern-level and
element-level processing channels (Miller, 1981).

The research reported in this study was aimed at furthering our
understanding of the relationship between the encoding of pattern-level
and element-level location information. In contrast with Clement and
Weiman's (1970) research, it emphasized the retention rather than the
processing of element-level information. As in studies concerned with
the processing of pattern-level vs. element-level information (Navon,
1977; Pomerantz & Sager, 1975), the ideal of global precedence in the
retention of information has intuitive appeal. In the case of printed
words, meaning is not conveyed by individual letters, but by the
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orthographic relations among the letters constituting the words. In the
case of patterns, meaning is not conveyed by individual elements, but by
the spatial relations among the elements composing the patterns. From a
point of view that stresses encoding abstract, higher-order units that
represent semantically important characteristics of a stimulus (e.g.,
Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976), there would be no
reason to expect element-location information to be retained; the
configural aspects of the pattern should take precedence with respect to
the retention of pattern information.

The above arguments notwithstanding, a number of experiments have
demonstrated that subjects unintentionally retain what appear to be
meaningless, superficial aspects of various stimuli. For example,
Jacoby and Brooks (1984) have demonstrated that the speed with which
subjects can identify a picture is enhanced when the same picture had
been seen on a previous occasion; the repetition of superficial details
that were irrelevant to the identification of the picture facilitated
its identification the second time it was presented. Similarly,
Pollatsek, Rayner, and Collins (1984) have shown that identification
time for a foveally viewed picture is enhanced when the exact same
picture had been viewed parafoveally a moment before. Many different
experiments have provided evidence for the retention of information
concerning the case in which letter strings were printed (e.g., Hock,
Throckmorton, Rosenthal, & Webb, 1981). Kolers (1976) has demonstrated
that the speed with which subjects re-read a series of passages was
enhanced by exact repetition of the typographical characteristics of the
passages, even though more than a year had passed since their initial
reading.

Given this evidence for the unintentional encoding of superficial
detail-, ai well as Clement and Weiman's (1970) evidence of a bias to
procesb patterns at a configural level, the initial objective of the
research reported in this paper was to determine whether subjects would
unintentionally encode superficial characteristics of the patterns: the
positions of their constituent elements. The experimental procedure we
used to make this determination was based on a paradigm developed by
Hock, Malcus, and Hasher (1986) to study the encoding of frequency of
occurrence information for elements (letters) that were constituents of
higher-order perceptual units (letter strings). Hock, et a]. (1986)
presented subjects a list of words and pronounceable nonwords, and showed
that they could subsequently judge the frequency with which individual
letters had appeared in the list. That is, even though meaning was most
efficiently represented at the string-level, memory units resulting from
the abstraction of letter-level information allowed subjects to
successfully estimate the frequency with which individual letters
appeared in the list. The experimental paradigm, when applied to pattern
perception, involved presenting a series of patterns inside a surrounding
frame, with an orienting task that provided no indication of the memory
test to follow. Subjects were then asked to estimate the frequency with
which the elements composing the patterns occurred in various locations
within the frame.

One of the principal issues that arises in this paradigm concerns
the manner in which subjects generate their frequency of occurrence
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estimates (Hock, et al., 1986). One possibility is that their frequency
estimates for each location are based on the retrieval of
pattern-independent, element-level memory units. Another possibility is
that subjects derive their frequency estimates for each location by
determining how many pattern-level memory units they could retrieve with
elements at the location being tested (i.e., via Tversky and Kahneman's
[1973] availability heuristic). That is, a location would receive a
relatively high frequency of occurrence estimate if the subject could
retrieve a relatively large number of patterns with elements at that
location.

A method for determining whether frequency estimates are based on
the retrieval of element-level or pattern-level memory units has been
introduced by Hock, et al. (1986). The method involves the following:
1) after the estimation phase of the experiment, subjects are asked to
recall as many of the patterns as possible, 2) we then count the
frequency with which each location within the frame is occupied by an
element in a subject's correct-recall protocols, and 3) we compute a
partial-correlation coefficient for each subject in which the recall-
frequency for each location is "partialled out" of the correlation
between the actual and estimated frequency. If a significant partial-
correlation coefficient remains (with the effect of pattern-recall
"partialled out*), it could be concluded that subjects' estimates were
influenced by element-level memory units with associated codes specifying
the position of the elements relative to the frame.

In Experiment 1, we tested for the unintentional encoding of
superficial element-position information by having subjects estimate the
frequency with which elements occurred at various locations within the
frame. We determined whether the position information used for these
judgments were stored in conjunction with element-level or pattern-level
meory units, and developed a technique for measuring the accuracy of
element-position coding. We went on to investigate the effects of
intentionally trying to remember element-location frequency (Experiment
2), and whether the formation of pattern-level memory units is
compatible with, or competes with the formation of pattern-independent,
element-level memory units (Experiments 3 and 4).

Experiment 1

The purpose of this experiment was to provide evidence for the
unintentional encoding of location for the constituent elements of a
series of patterns composed of circular elements. During the initial
presentation of the patterns, one group of subjects was instructed to
determine, for each pattern, whether or not three of the circles were
aligned vertically or horizontally. A second group of subjects was
instructed to determine, for each pattern, whether or not three of the
circles were aligned diagonally. These tasks were selected because they
were expected to produce differences in performance consonant with the
well-established advantage in the processing of vertical/horizontal
compared with oblique orientations (i.e., the "oblique effect'; Appelle,
1972). We could then determine whether the oblique effect would carry
over into the encoding of element-location information.
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Method

Subjects. Sixty four undergraduate students at Florida Atlantic
University participated in this experiment as one way of receiving course
credit in an undergraduate psychology class.

Stimuli. The patterns were each composed of five empty circles
whose-To1iatTons were defined in terms of an imaginary 3x3 matrix of
possible element locations. With the constraint that every row and
column of the imaginary 3x3 matrix had to contain at least one circle
per pattern, 17 different patterns were generated (Garner & Clement,
1963). The 3x3 matrix was located in one of four positions within a
frame large enough to accmodate 16 possible element locations (4x4).
That is, the 3x3 matrix was placed in one of the four quadrants of the
larger 4x4 matrix. Each of the seventeen 3x3 patterns was presented
twice, each time in the same quadrant within the 4x4 matrix.

We were unable to avoid compositional constraints which resulted in
circles being located in the middle locations of the 4x4 matrix with the
greatest frequency and in the corner locations of the 4x4 matrix with
the least frequency. However, the orientation of each of the 17 Garner
and Clement (1963) patterns and their location within the 4x4 matrix
were selected to independently maximize the range of frequencies for the
corner, side, and middle locations of the 4x4 matrix. The frequency
with which each of the 16 locations in the 4x4 matrix was occupied by a
circle is presented in Figure 1. Frequencies varied from 4 to 12 for
the four corner locations, from 2 to 20 for the eight side locations,
and from 6 to 28 for the four middle locations.

Insert Figure 1 about here

The set of 34 patterns described above were presented in one of
four orientations: all in the arbitrarily defined 0 deg orientation
(which determined the frequency distribution of Figure 1), all rotated
90 deg, all rotated 180 deg, or all rotated 270 deg. Separate groups of
subjects viewed the patterns in one of the four orientations in order to
balance out possible effects of top-down and/or left-right scanning
biases on subjects' estimates of how often locations within the frame
were occupied by circles.

The presentation of stimuli and the recording of responses were
controlled by a Data General Eclipse computer. The stimuli, white
patterns on a black background, were presented on an Electrohome

0 monitor. A 9.0 cm x 9.0 cm white frae was always present in the center
of the screen (the lines defining the frame were 0.1 cm thick). There
were no grid lines presented inside the frame. The patterns, each
composed of five unfilled circles with a diameter of 1.0 cm, were
presented inside the frame.1 When viewed from a distance of 42.5 cm, a
visual angle of 12.1 deg was intercepted by the frame and a visual angle
of 1.3 deg was intercepted by each circle.

-- --- --
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Procedure. The experimental procedure consisted of three phases.
During Phase 1, subjects were presented with the 34 patterns in random
order and were given one of two detection tasks. One group of 32
subjects was required to press one button if there were three circles
within a pattern that were vertically or horizontally aligned (16 of the
34 patterns met this requirement) and the other button if there was no
vertical or horizontal alignment among the circles. A second group of
32 subjects was required to press one button if there were three circles
within a pattern that were aligned in either a left or right diagonal
(12 of the 34 patterns met this requirement) and the other button if
there was no diagonal alignment.

A small dot was placed in the center of three of the five circles
composing each pattern in order to facilitate the detection of aligned
circles (each dot had a diameter of one pixel). The three circles
containing a dot remained the sane for the two presentations of each
pattern. In the Vertical/Horizontal condition, these dots were placed
in vertically or horizontally aligned circles. For patterns without a
vertical or horizontal alignment, the three dots were randomly assigned
to three different circles in each pattern. In the Diagonal condition,
the three dots were placed in three diagonally aligned circles. For
patterns without a diagonal alignment, the three dots were randomly
assigned to three different circles in each pattern.

The patterns were presented for one sec each. The intertrial
interval was also one sec, except for the occasional trials on which
subjects required more than one sec to respond. Then, a one sec delay
was introduced between the subject's response and the presentation of
the next stimulus. Subjects were instructed to respond as quickly and
accurately as possible; they were not told to expect any sort of memory
test. Response times (from the onset of each pattern) and errors were
recorded during this phase of the experiment.

Estimates of element-location frequency were obtained during Phase
2 of the experiment. Sixteen different stimuli were presented during
the estimation phase, each being a single circle inside the frame. The
circle for each stimulus was located at one of the 16 possible locations
in the 4x4 matrix (grid lines were not presented). The order of
presentation for the 16 estimation stimuli was randomized. On each
estimation trial, the number 15 was presented 7.0 on below the center of
the frame. This number represented the midpoint of the range of
element-location frequencies (2 to 28). Subjects were told that the
frequency with which a circle was presented at each of the indicated
locations varied from 1 to 30, and were instructed, by pressing buttons,
to change the number 15 on the screen to a number which reflected their
estimate of element-location frequency over the full set of patterns
they had just seen (out-of-range estimates were not accepted by the
computer).

0 In Phase 3 of the experiment, subjects were provided with a sheet
of paper with 20 empty 4x4 matrices (including grid lines) and given 10
min to recall as many of the patterns they had seen during Phase 1 as
possible (they were required to provide five elements for each attempted
reproduction). The data from this phase of the experiment were used to
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determine whether subjects' frequency estimates for each location were
derived from patterns they could recall that contained circles at the
locations being tested.

Results

Performance in orienting tasks. Mean response times and error rates
for Phase 1 are presented in Table 1. The faster responses obtained for
Correct Detections compared with Correct Rejections were typical of the
reaction time literature. Response times were significantly slower in
the Diagonal than the Vertical/Horizontal condition, [F(1,62) - 4.85, YR<
.05, MSe - 32,410]. This result was typical of the *oblique effect*
(Appelle, 1972). Error rates were very similar in the two detection
conditions.

Insert Tables 1 and 2 about here

Accuracy of frequency estimation. That subjects were capable of
estimating element-location frequency was indicated by the correlations
between the actual and estimated frequencies for each location in the 4x4
matrix, which were computed individually for each subject. Although
these correlations were, on average, relatively small, it can be seen
from Table 2 that they were positive for most of the subjects in the
Vertical/Horizontal and Diagonal conditions. The means of the actual/
estimate correlations (see Table 2) were significantly greater than zero
Cr - 0.34, t(31) - 5.14, £ < .001; r - 0.33, t(31) - 5.72, < .001], for
the Vertical/Horizontal and Diagonal conditions, respectively. The
correlations obtained for the two conditions were not significantly
different from each other, [t(62) < 1.0.].

2

The derivational strategy. As indicated in the introduction, there
were potentially two ways subjects could have estimated element-location
frequency: 1) they could have retained pattern-independent memory units
corresponding to individual circles and estimated frequency on the basis
of these multiple element-level memory units (Hintzhan & Block, 1971),
and 2) when required to estimate element-frequency at a particular
location, they could have recalled as many patterns as possible with a
circle at that location and derived their estimate from the number of
recalled patterns. The latter derivational strategy, a version of
Tversky and Kahneman's (1973) availability heuristic, could be
successful because a location becomes high in element-occurrence
frequency as a result of being occupied by a circle for many different
patterns. The possibility that subjects' frequency estimates were
derived from recalled patterns was evaluated during Phase 3 by having
subjects recall the patterns that had been presented during Phase 1.

Our analysis of the derivational strategy was based on only
correctly recalled patterns, regardless of whether they were recalled in
the correct quadrant of the 4x4 matrix. We counted the frequency with
which each location was occupied by a circle in a subject's correct-
recall protocols, and then computed a partial-correlation coefficient for
each subject in which the recall-frequency for each location was
"partialled out' of the correlation between the actual and estimated

St



B L

44

frequency for each location. The mean partial-correlation coefficients
were somewhat reduced from the correlation coefficients observed without
partialling out recall-frequency, but correlations remained positive for
most of the subjects (see Table 2). The means of the actual/estimate
correlations (with recall-frequency "partialled-out"), which are also
presented in Table 2, were significantly greater than zero Cr a 0.26,
t(31) 0 4.03, 2 < .001; r - 0.28, t(31) - 4.81, £ < .001], for the
Vertical/Horizontal and Diagonal conditions, respectively. The partial
correlations obtained for the two conditions were not significantly
different from each other, [t(62) < 1.0]. Although there may have been
some tendency for subjects to have derived their frequency of occurrence
estimates for each location from the number of patterns they could recall
with a circle at that location, a sigaificant actual/estimate correlation
remained after the contributions of the derivational strategy were
"partialled-out."

Insert Table 3 about here

Recall accurac. As indicated in Table 3, we found that recall was
more accurate in te Diagonal condition (12.3% of the patterns were
correctly recalled) than in the Vertical/Horizontal condition (8.1% of
the patterns were correctly recalled). This difference was significant
[t(62) - 2.00, . < .05]. Approximately half the correctly recalled
patterns were recalled in their correct quadrant in the 4x4 matrix.
Since the chance rate was .25, it could be concluded that subjects
retained some information co cerning the global locations of the
correctly recalled patterns.9

Compositional constraints. The next analysis was concerned with
whether subjects based their frequency of occurrence estimates for each
location on their awareness of compositional constraints regarding where
circles were most likely to be located (i.e., they were constrained to
occur in the middle of the frame more often than in the corners of the
frame). Subjects who were aware of this constraint could have done an
adequate job of estimating element-location frequency without
remembering anything about the information presented during Phase I of
the experiment. However, subjects' awareness that the corner locations
were constrained to be lower in frequency than the middle locations
would not allow them to differentiate between the frequencies at each of
the four corner locations or the frequencies at each of the four middle
locations.

The first step in evaluating whether subjects' estimates were
influenced by their awareness of compositional constraints was to
determine the mean frequency estimate at each of the 16 locations in the
4x4 matrix. This was done independently for the 32 subjects in the
Vertical/Horizontal condition and the 32 subjects in the Diagonal
condition. We then computed the correlation between actual and
mean-estimated frequency independently for the four corner locations,
the eight side locations, and the four middle locations. The three
correlations in the Vertical/Horizontal condition were all positive:
0.95, 0.72, and 0.21 for the corner, side, and middle locations,
respectively. Since the number of degrees of freedom associated with
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each correlation was too small to test their statistical significance,
our determination of their reliability rested on the repetition of these
positive correlations in the Diagonal condition. For the latter, the
correlations were again positive: 0.99, 0.77, and 0.54 for the corner,
side, and middle locations, respectively. We could conclude, therefore,
that the observed correlations between actual and estimated frequency
were not due to subjects' awareness of compositional constraints in the
location of the dots.

Encoding precision. Our final analyses examined a potential
limiting factor in how well subjects can estimate element-location
frequency. That is, if the position codes associated with each
element-level memory unit are inaccurate, the accuracy of frequency
estimation will decrease. This hypothesis is based on the assumption
that frequency estimates at a location depend on all the element-level
memory units with position codes at the location being tested, including
memory units for elements from surrounding locations whose positions
were incorrectly coded. The effect, on estimation accuracy, of miscoded
elements from surrounding locations will depend on the frequency with
which elements occur in those locations. For example, if a location with
a low frequency of occurrence is surrounded by locations with high
frequencies of occurrence, imprecise position coding will result in
frequency estimates for that location being too high.

To test for effects of imprecise position coding, we summed, for
each of the 16 locations in the 4x4 matrix, the frequencies of
occurrence for all the adjacent locations, including diagonally adjacent
locations (e.g., the total adjacent-surround frequency for the location
in the lower-right corner of Figure 1 is 32). We then computed what we
called the effective frequency for the location. This was its actual
frequency plus k (a variable weighting factor) times the total frequency
of the location's "adjacent-surround.' Since we had no preconceptions
concerning an appropriate value for k, we computed the correlation
between mean-estimated frequency and the hypothetical effective
frequency for values of k ranging from zero to one. The results of
these computations are presented in Figure 2. In evaluating these
results, we were looking for an increase in the size of the correlation
relative to that obtained when k was zero (i.e., when the adjacent-
surround was not taken into account).

Insert Figure 2 about here

As indicated in Figure 2, when k n 0 the correlations based on
mean-estimated frequency were 0.72 for the Vertical/Horizontal condition
and 0.75 for the Diagonal condition. Both of these correlations were
substantially higher than the means of the individually computed
correlations. For the Vertical/Horizontal condition, the size of the
correlation between mean-estimated frequency and the effective frequency
(for all 16 locations) increased from 0.72, when k was zero, to a
maximum of 0.90 for k a .3 (see Figure 2). A smaller increase in
over-all estimation accuracy was observed for the Diagonal condition.
The size of the correlation between mean-estimated frequency and thek
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effective frequency (for all 16 locations) increased from 0.75, when k
was zero, to 0.82 for k • .2 (see Figure 2).

The above result indicated that the adjacent-surround influenced
subjects' frequency estimates. While this could be attributed to the
imprecision of position coding for memory units corresponding to
individual elements, another possibility Is that the occurrence of
elements in surrounding locations Influenced estimation accuracy by
introducing confusions in retrieval for elements with similar position
codes. This could occur if element-location was encoded with sufficient
precision for the horizontal or vertical component of the memory code for
one element to be the same as the horizontal or vertical component of the
memory code for an element at another location. In order to test for
whether estimates of element-location frequency were influenced by
confusions in retrieving position codes for element-level memory units,
we computed the "rectilinear-surround* for each location by summing the
frequencies of element occurrence for all the locations to its left, its
right, above it, and below it (e.g., the total rectilinear-surround
frequency for the location in the lower-right corner of Figure 1 is 64).
Our computation of effective frequency thereby included the frequencies
for all locations with the same horizontal or vertical memory code as the
location being estimated.

The hypothetical effective frequency for each location, its actual
frequency plus k times the total frequency of the element's rectilinear-
surround, was correlated with mean-estimated frequency for values of k
ranging from zero to one. The results of these computations are
presented in Figure 2. For the Vertical/Horizontal condition, *he
increase in the size of the correlation between mean-estimated frequency
and the effective frequency (for all 16 locations) was smaller than that
observed when the computation of effective frequency was based on the
adjacent-surround. This indicated that the accuracy with which subjects
estimated element-location frequency in the Vertical/Horizontal condition
was limited by the imprecision of the position codes associated with
traces of the individual circles rather than confusion in the retrieval
of relatively precise position codes. For the Diagonal condition, the
contrast between the influence of the adjacent-surround and the
rectilinear-surround was smaller, but in the same direction as that
observed in the Vertical/Horizontal condition.

Discussion

Prior to the frequency estimation phase of the experiment, subjects
did not anticipate that they would be asked to estimate element-location
frequency. When they were instructed that they would be required to
estimate how often circles appeared at various locations within the
frame, virtually every subject protested that they would be unable to
perform the estimation task. Similar protests were received during the
experiments reported later in this paper (the unexpected nature of the
test was, with the exception of two subjects, always confirmed by

B post-experimental interviews). Subjects were assured that people always
do much better than they expect at this task and were encouraged to try
hard and give their best guess. Their success at estimating element-
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location frequency, though modest, was obtained despite their certainty
that they lacked the knowledge to perform the estimation task.

The results of the experiment supported our hypothesis that
subjects could unintentionally encode the positions of the constituent
elements of patterns. These results were obtained despite the
likelihood that at least two performance factors limited the accuracy of
subjects' estimates. First, we suspect that many subjects were
overwhelmed by their "feeling of not knowing" and simply responded
randomly in the estimation task.4 Second, generating a numerical
frequency estimate on the basis of element position information retrieved
from memory would itself be subject to uncertainty. Since the
correlation between actual and estimated frequency was based on only 16
data points, the results observed for individual subjects were probably
highly sensitive to performance-limiting factors like those described
above. When estimates of element-location frequency were averaged over
all the subjects participating in a condition, the influence of these
performance-limiting factors was reduced, and the correlation between
mean-estimated and actual frequency was substantially larger than the
mean of the individual correlations.

Analyses based on mean-estimated frequencies indicated that an
important source of inaccuracy in subjects' estimates of
element-location frequency was the inaccuracy with which they encoded the
position of the circles. Estimates were influenced by the frequency of
element-occurrence in locations surrounding the location being estimated.
This was indicated by the increased correlations obtained when mean-
estimated frequency was correlated with effective frequency, the latter
being based on each location's actual frequency plus k (a variable
weighting factor) times the total frequency of the location's
adjacent-surround. A similar analysis based on what we have identified
as the rectilinear-surround for each location indicated that estimation
accuracy was limited by the imprecision of position codes rather than
confusion in the retrieval of relatively precise position codes. Smaller
effects of imprecise position coding were observed for the Diagonal
compared with the Vertical/Horizontal condition.

Imprecision in position coding has previously been characterized by
probabilistic models which assume that the position code associated with
an element specifies a spatial region in which it is likely that the
element was located (Kinchla & Allan, 1969; Kinchla, 1971; Wolford,
1975). Such models could readily account for the results obtained in
this experiment, as well as the experiments that follow, if it is
assumed that subjects produce estimates for each location by retrieving
element-level memory units and incrementing their estimates of

, occurrence-frequency according to the probability that each of the
retrieved elements was located at the location being tested.

The conclusion that the accuracy of subjects' estimates of
element-location frequency was limited by the imprecision of the
position codes associated with individual elements assumes that
subjects' estimates were, in fact, based on memory units corresponding
to individual elements. Our analysis of subjects' recall data indicated
that this was the case. If subjects estimated the frequency of
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occurrence for each location by retrieving pattern-level memory units
with elements at the location being estimated, we would not have
observed a significant actual/estimate correlation after the frequency
with each location appeared in subjects' correct-recall protocols was
"partialled out." We are not claiming that subjects did not store
pattern-level information. What we are concluding is that in this
experiment, pattern-level mnemory units played a minimal role in the
estimation of element-location frequency.

Finally, the "oblique effect" observed in so many different
perceptual tasks (Appelle, 1972) was also observed in our Phase 1
detection data. Response times were significantly slower when subjects
looked for diagonal alignments than when they looked for vertical or
horizontal alignments. Our memory results, however, did not provide the
consistent vertical/horizontal advantage that is typical of perceptual
tasks. More patterns were correctly recalled in the Diagonal the
Vertical/Horizontal condition, and there was no apparent advantage in
frequency estimation for the Vertical/Horizontal compared with the
Diagonal condition.

Experiment 2

The results of Experiment 1 indicated that subjects, without
intention, can encode the frequency with which various locations within
a frame are occupied by the constituent elements of a series of
patterns. In this experiment we again tested whether subjects could
unintentionally encode element-location frequency, but with a different
Phase 1 task. Estimation performance in this task was contrasted with
one in which subjects were instructed to try to remember element-
location frequency. The effects of intentionality (or lack of same)
constitute one of Hasher and Zacks' (1979) criteria for determining
whether or not information is encoded automatically. We examined
intentionality in this experiment from two points of view: 1) Does it
produce differences in estimation performance? and 2) Does it produce
differences in how precisely subjects encode element-location
information? The first question was addressed by comparing estimation
accuracy in the two conditions. The second question was addressed by
comparing the effects of the adjacent-surround on estimation accuracy in
the two conditions.

Method

Subjects. Sixty four undergraduate students at Florida Atlantic
University participated in this experiment as one way of receiving
course credit in an undergraduate psychology class.

Procedure. The experimental procedure, with the exception of the
tasks introduced in Phase 1, was identical to that of Experiment 1. The
patterns used in this experiment were also identical to those used in
Experiment 1; the 17 patterns were each presented twice. However, the
dots presented inside the circles were arranged differently in this
experiment. On one occurrence of a pattern, a dot was presented in the
center of two of the circles. On its other occurrence a dot was
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presented in the center of the other three circles. The order of this
assignment of dots (two vs. three per pattern) was randomized.

For one group of 32 subjects, the Phase 1 task for each pattern
involved counting the number of circles with a dot inside it. Subjects
in the Counting condition were required to press one button if there
were three circles with dots and the other button if there were two
circles with dots. They were instructed to respond as quickly as
possible while keeping their errors to a minimum, and were given no
indication that they would have to remember anything about the patterns.
The 32 subjects in the Intentional condition saw the same patterns (and
dots inside the circles) as in the Counting condition, but they did not
have a discrimination task. They were shown an index card with a frame
and grid lines defining 16 locations within the frame, and were
instructed to try to remember the number of times a circle appeared in
each of the locations within the frame (recall that the grid lines were
never actually presented during the first two phases of the experiment).

Results

Performance in orienting tasks. Mean response times and error
rates for the Counting task are presented in Table 1. Faster responses
were obtained for "20 compared with "3" responses. Over-all response
times and errors were similar to those obtained in the Vertical/
Horizontal condition of Experiment 1.

Accuracy of frequency estimation. Correlations between the actual
and estimated frequencies were again relatively small, but as indicated
in Table 2, they were positive for most of the subjects in the Counting
and Intentional conditions. The means of the actual/estimate
correlations (see Table 2) were significantly greater than zero [r
0.28, t(31) - 5.22, y < .001; r - 0.35, t(31) - 8.07, y < .001], for the
Counting and Intentional conditions, respectively. The correlations
obtained for the two conditions were not significantly different from
each other, [t(62) - 1.14, y > .05].

The derivational strategy. As in Experiment 1, mean partial-
correlation coefficients were somewhat reduced from the correlation
coefficients observed without "partialling out" recall-frequency, but a%
indicated in Table 2, correlations remained positive for most of the
subjects. The means of the partial correlations were significantly
greater than zero [r - 0.26, t(31) a 4.59, p < .001; r - 0.28, t(31)
4.47, y < .001], for the Counting and Intentional conditions,
respectively. The partial correlations obtained for the Counting and
Intentional conditions were not significantly different from each other,
Ct(62) < 1.0). As in Experiment 1, there may have been some tendency
for subjects to have derived their frequency of occurrence estimates for
each location from the number of patterns they could recall with a
circle at that location, but a significant actual/estimate correlation
remained when the contributions of the derivational strategy were
"partialled out."

Recall accuracy. As indicated in Table 3, over-all recall was
more accurate In te Intetional condItion (I4,?% ofth gtterns were
correct1y recalled) than in the Count ing cono ion . te patterns
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were correctly recalled). This difference was significant [t(62) =

2.00, p < .05]. The correctly recalled patterns were placed in the
correct location in the 4x4 frame at a better than chance rate in the
Intentional, but not the Counting condition.

Compositional constraints. The three correlations between
mean-estimated and actual frequency in the Counting condition were all
positive: 0.95, 0.75, and 0.31 for the corner, side, and middle
locations, respectively. These correlations were also positive in the
Intentional condition: 0.82, 0.73, and 0.70 for the corner, side, and
middle locations, respectively. We could again conclude that the
observed correlations between actual and estimated frequency were not
due to subjects' awareness of compositional constraints in the location
of the circles.

Insert Figure 3 about here

Encoding precision. The correlations between mean-estimated
frequency and the effective frequency for each location (determined by
accounting for the frequency of surrounding locations) are presented in
Figure 3. As indicated in the figure, when the weighting factor, k, was
equal to zero, the correlations based on mean-estimated frequency were
0.73 for the Counting condition and 0.80 for the Intentional condition.
Both of these correlations were substantially higher than the means of
the individually computed correlations. For the Counting condition, the
correlation between mean-estimated frequency and effective frequency
(based on the adjacent-surround) increased from 0.73, when k was zero, to
0.96 for k a .6. A smaller increase was obtained when effective
frequency was based on the rectilinear-surround: the correlation between
mean-estimated frequency and effective frequency increased from 0.73,
when k was zero, to 0.81 for k = .2. Estimation accuracy appeared to be
influenced by imprecise position coding in the Counting condition.

In the Intentional condition, basing our correlations on effective
rather than actual correlations resulted in a relatively small
improvement in estimation accuracy when effective frequency was based on
the adjacent-surround (from r - 0.80 when k - 0, to r - 0.85 when k -
.2), and a sharp decrease in estimation accuracy when effective
frequency was based on the rectilinear-surround. Imprecise position
coding had a smaller effect on estimation accuracy in the Intentional
condition compared with the unintentional, Counting condition.

Discussion

The results of this experiment replicated all the observations made
in Experiment 1. Subjects were able to estimate the frequency with
which circles appeared at various locations in the frame, they did not
appear to derive their estimates from pattern-level memory units or
their knowledge of compositional constraints regarding the likely
location of circles in the frame, and uncertainty in position coding was S
the result of imprecise position coding rather than confusions in
retrieval. Although the mean of the individual actual/estimate
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correlations and the mean-estimate/actual correlation were slightly
better in the Intentional than the Counting condition, the differences
were not significant. These results did not allow us to draw any
conclusions regarding Hasher and Zacks' (1979) criterion for automatic
encoding. However, further analyses indicated that the frequency with
which circles appeared In the adjacent-surround of each location had a
greater effect on frequency estimation in the Counting compared with the
Intentional condition. Thus, element-position appeared to be coded more
precisely in the Intentional compared with the Counting condition.

Experiment 3

In the previous two experiments we obtained unanticipated
differences in the accuracy of pattern recall. In Experiment 1, recall
was more accurate in the Diagonal condition than in the Vertical/
Horizontal condition. In Experiment 2, recall was more accurate in the
Intentional than in the Counting condition. What made these differences
potentially important was that they appeared to be related to how
precisely subjects encoded the position of individual circles (as
indicated by effects of the adjacent-surround on estimation accuracy).
That is, relatively high levels of pattern recall appeared to be
associated with relatively precise encoding of position, whereas
relatively low levels of pattern recall appeared to be associated with
relatively imprecise encoding of position. Although this suggested that
pattern-level processing facilitates the encoding of element-level
position information, better recall and more precise location coding did
not result in more accurate frequency estimation.

The purpose of this experiment was to clarify the relationship
between pattern-level processing and the encoding of element position
information. The Phase 1 tasks used in this experiment were selected
with the anticipation that they would be maximally contrastive in their
effects on recall accuracy. In one condition, element-level processing
was emphasized by the Phase 1 task; subjects were required to detect the
present of a target (a small dot) inside one of the five circles
comprising each pattern. In the second condition, pattern-level
processing was emphasized by the Phase 1 task; subjects were told to try
to remember each of the patterns. As in the previous experiments, we
compared the groups assigned to the two conditions with regard to their
estimation accuracy and the precision with which they coded element
position. The comparison allowed us to determine whether the formation
of pattern-level memory units is compatible with, or competes with the
formation of element-level memory units.

Method

Subjects. Sixty four undergraduate students at Florida Atlantic
University participated In this experiment as one way of receiving course
credit in an undergraduate psychology class.

Procedure. The stimuli and experimental procedure, with the
exception of the tasks introduced in Phase 1, were identical to that of
Experiments 1 and 2. However, the dots presented inside the circles
were arranged in accordance with the Phase 1 tasks used in this
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experiment. On one occurrence of a pattern, a dot was presented in the
center of one of the circles, on the other occurrence of the pattern, a
dot was not presented. The order of this assignment of dots (zero vs.
one per pattern) was randomized.

For one group of 32 subjects, the Phase 1 task for each pattern
involved detecting a circle with a dot inside it. Subjects in the
Present/Absent condition were required to press one button if there was a
dot present and the other button in the absence of a dot. They were
instructed to respond as quickly as possible while keeping their errors
to a minimua, and were given no indication that they would have to
remember anything about the patterns. The 32 subjects in the Pattern
Memory condition saw the same patterns (and dots inside the circles) as
in the Present/Absent condition, but they did not have a discrimination
task; they were instructed to try to remember each pattern. However,
they were not told that they would subsequently be asked to estimate the
number of times a circle appeared in each of the locations within the
frame.

Results

Performance in orienting tasks. Mean response times and error rates
are presented In Table 1. There was little difference In performance for
Present and Absent responses.

Accuracy of frequency estimation. As in the previous two
experiments, correlations between the actual and estimated frequencies
for each location in the 4x4 matrix were relatively small, but as
indicated in Table 2, they were positive for most of the subjects in the
Present/Absent and Pattern Memory conditions. The means of the
actual/estimate correlations (see Table 2) were significantly greater
than zero (r - 0.35, t(31) - 7.64, p .001; r - 0.17, t(31) - 3.24, y <
.02], for the Present/Absent and Patern Memory conditions, respectively.
The correlations obtained for the two conditions were significantly
different from each other, Ct(62) a 2.55, y < .05].

The derivational strategy. In the Present/Absent condition,
partial-correlations remained positive for most of the subjects and the
mean partial-correlation coefficient was only slightly reduced from the
mean obtained without partialling out recall-frequency (see Table 2).
The mean of the partial correlations was significantly greater than zero
tr - 0.33, t(31) a 7.24, p < .001]. In the Pattern Memory condition,
however, partial correlatTons obtained for individual subjects were
evenly divided between positive and negative values, and the mean
partial-correlation coefficient was reduced to the point where it was no
longer significantly different from zero (r a 0.03, t(31) < 1.0]. The
partial correlations obtained for the Present/Absent and Pattern Memory
conditions were significantly different from each other, Ct(62) * 4.06, p
< .001J. In contrast with the Present/Absent condition, it was likely
that subjects in the Pattern Memory condition derived their
frequency of occurrence estimates for each location from the number of
patterns they could recall with a circle at that location.
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Recall accuracy. As indicated in Table 3, over-all recall was more
accur l i the ern Memory condition (17.8% of the patterns were
correctly recalled) than in the Present/Absent condition (7.4% of the
patterns were correctly recalled). This difference was significant
(t(62) - 5.17, p < .001). In both conditions, the correctly recalled
patterns were pTaced in the correct location in the 4x4 frae at a
better than chance rate.

Compositional constraints. Large correlations between
mean-estimated and actual frequency in the Present/Absent condition were
obtained for the corner (r - 0.97) and side locdtions (r - 0.87), but
not the middle locations (r - 0.10). All three correlations were
strongly positive in the Pattern Memory condition: 0.99, 0.66, and 0.55
for the corner, side, and middle locations, respectively. We could
again conclude that the observed correlations between actual and
estimated frequency were not due to subjects' awareness of compositional
constraints in the location of the dots.

Insert Figure 4 about here

Encoding precision. For the Present/Absent condition (see Figure
4), correlation between mean-estimated frequency and effective
frequency (based on the adjacent-surround) increased from 0.76, when k
was zero, to 0.93 for k - .3. A smaller increase was obtained when
effective frequency was based on the rectilinear-surround: the
correlation between mean-estimated frequency and effective frequency
increased from 0.76, when k was zero, to 0.89 for k - .3. For the
Pattern Memory condition, computing the effective frequency of each
location did not increase estimation accuracy when effective frequency
was based on the adjacent-surround, and only slightly increased
estimation accuracy when effective frequency was based on the
rectilinear-surround. These results indicated, therefore, that element
position was coded more precisely in the Pattern Memory than in the
Present/Absent condition.

Discussion

The results were consistent with those observed in the previous two
experiments. That is, relatively high levels of pattern recall appeared
to be associated with relatively precise encoding of position (the
Pattern Memory condition), whereas relatively low levels of pattern
recall appeared to be associated with relatively imprecise encoding of
position (the Present/Absent condition). However, high levels of recall
and relatively precise position coding were accompanied by low levels of
estimation accuracy. That is, subjects in the Pattern Memory condition
estimated element-location frequency with significantly less accuracy
than subjects in the Present/Absent condition. Furthermore, the limited
ability of subjects in the Pattern Memory condition to estimate
element-location frequency could be accounted for, almost entirely, by
the retrieval of pattern-level memory units. When we counted the
frequency with which each location was occupied by a circle in each
subject's correct-recall protocols, and computed a partial-correlation
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coefficient for each subject in which the recall-frequency for each
location was "partialled out,O the correlation between the actual and
estimated frequency was reduced to nonsignficance for the subjects in
the Pattern Memory condition. Since this was not the case in the
Present/Absent condition, we could conclude that subjects' estimates in
the Present/Absent condition were based on element-level memory units.

Experiment 3 therefore indicated that: 1) the derivation of
frequency estimates from the retrieval of pattern-level memory units
resulted in poor estimation of element-location frequency, and 2)
emphasis on the formation of pattern-level memory units suppressed the
formation of element-level memory units that are the basis for the
relatively accurate frequency estimation. This was the case even though
element position was encoded more precisely for pattern-level memory
units than for element-level memory units. Given their importance, the
purpose of Experiment 4 was to replicate the results obtained In
Experiment 3.

Experiment 4
Method

Subjects. Sixty four undergraduate students at Florida Atlantic
University participated in this experiment as one way of receiving
course credit in an undergraduate psychology class.

Procedure. The only difference in procedure compared with
Experiment 3 concerned the nature of the Phase I detection task. In
this experiment, a dot appeared in one circle for every pattern
presented during Phase 1. The dot was displaced to either the right or
left of center. It was presented in different circles on the two
presentations of each gattern, once displaced to the right and once
displaced to the left.D The order of this assignment of
dot-displacements (right vs. left) was randomized.

The group of 32 subjects in the Right/Left condition was required
to press one button if the dot present inside one circle was displaced
to the right and the other button if it was displaced to the left. They
were instructed to respond as quickly as possible while keeping their
errors to a minimum, and were given no indication that they would have
to remember anything about the patterns. The 32 subjects in the Pattern
Memory condition saw the same patterns (and dots inside the circles) as
in the Right/Left condition, but they did not have a discrimination
task. They were instructed to try to remember each pattern and were not
told that they would subsequently be asked to estimate the number of
times a circle appeared in each of the locations within the frame.

Results

Performance in orienting task. Mean response times and error rates
for the RightiLeft judgment task are presented in Table 1. "Right"
responses were somewhat faster than "Left" responses; error rates were
slightly lower for "Left" responses.
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AccuracX of frequency estimation. Correlations between the actual
and estimated frequencies for each location in the 4x4 matrix were againrelatively small, but as indicated in Table 2, they were Positive for

most of the subjects in the Right/Left and Pattern Memory conditions.
The mean of the actual/estimate correlations (see Table 2) was
significantly greater than zero [r - 0.31, t(31) - 5.32, < .001; r
0.19, t(31) - 3.20, < .02], for the Right/Left and Pattern Memory
conditions, respectively. The correlations obtained for the two
conditions were not significantly different from each other, t(62)
1.47, 1 > .05]. The latter result did not replicate the comparable
difference observed in Experiment 3.

The derivational strategy. In the Right/Left condition, partial
correlations remained positive for most of the subjects and the mean
partial-correlation coefficient was only slightly reduced from the mean
obtained without *partialling out" recall-frequency (see Table 2). The
mean partial correlation was significantly greater than zero [r - 0.28,
t(31) ; 4.63, P < .001). However, in the Pattern Memory condition, the
partial correlations obtained for individual subjects were again evenly
divided between positive and negative values, and the mean partial-
correlation coefficient was reduced to the point where it was no longer
significantly different from zero [r - 0.10, t(31) a 1.68, £ > .05). The
partial correlations obtained for the Right/Left and Pattern Memory
conditions were significantly different from each other, [t(62) * 2.30, p
< .05]. As in Experiment 3, it was likely that subjects in the Pattern
Memory condition derived their frequency of occurrence estimates for each
location from the number of patterns they could recall with a circle at
that location.

Recall accuracy. Consistent with the results of Experiment 3 (see
Table 3), over-all recall was more accurate in the Pattern Memory
condition (19.7% of the patterns were correctly recalled) than in the
Right/Left condition (6.4% of the patterns were correctly recalled).
This difference was significant [t(62) a 5.83, p < .001]. In both
conditions, the correctly recalled patterns were placed in the correct
location within the 4x4 frame at a better than chance rate.

Compositional constraints. In the Right/Left condition, positive
correlations between mean-estimated and actual frequency were obtained
for the corner (r w 0.73) and side locations (r a 0.47), but the
correlation was negative for the middle locations (r - -0.57). However,
all three correlations were positive in the Pattern Memory condition:
0.75, 0.47, and 0.73 for the corner, side, and middle locations,
respectively. Although the evidence was not quite as strong as in the
previous three experiments, we could again conclude that subjects'
frequency estimates were not based on their awareness of compositional
constraints regarding where circles were most likely to be located.

Insert Figure 5 about here

Encoding precision. The results of analyzing the precision with
which subjects encoded element position were quite similar to those
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obtained in Experiment 3. For the Right/Left condition (see Figure 5),
the correlation between mean-estimated frequency and effective frequency
(based on the adjacent-surround) increased from 0.61, when k was zero,
to 0.90 for k a .7. A much smaller increase was obtained when effective
frequency was based on the rectilinear-surround: the correlation
between mean-estimated frequency and effective frequency increased from
0.61, when k was zero, to 0.76 for k a .4. For the Pattern Memory
condition, computing the effective frequency of each location did not
increase estimation accuracy when effective frequency was based on
either the adjacent- or rectilinear-surround. The results indicated,
once again, that element position was coded more precisely in the
Pattern Memory than in the Right/Left condition.

Discussion

The results of this experiment replicated those of Experiment 3 in
most respects. As in Experiment 3, the Phase 1 task that emphasized
pattern-level processing (the Pattern Memory condition) resulted in
better recall and more precise element-position coding than the Phase 1
task that emphasized element-level processing (the Right/Left
condition). Also as in Experiment 3, subjects in the Pattern Memory
condition appeared to base their estimates of element-location frequency
on the retrieval of pattern-level memory units. In contrast, subjects
in the Right/Left condition based their frequency estimates oh the
retrieval of element-level memory units. Subjects in the Pattern Memory
condition were again less accurate in estimating frequency than subjects
receiving an element-level task during Phase I (the Right/Left
condition), but the difference was not statistically significant in this
experiment.

General Discussion

Despite their certainty that they lacked the knowledge to perform
the estimation task, when coaxed to do so, subjects were able to
estimate the frequency with which the constituent elements of a series
of patterns occurred in various locations within a frame. This result
was consistent with other evidence indicative of a dissociation between
what subjects know and what they think they know. For example, Graf,
Mandler, and Haden (1982) had their subjects look for vowel repetitions
in successively presented words. Although they were unable to recall
these words, their completion of word stems was biased by the previously
seen words that they could not recall. Evidence of a dissociation
between what subjects know and what they think they know is most vividly
observed with various forms of brain damage. Amnesics show evidence of
retention for material they do not recall learning (see Parkin [1982] for
a review) and people who report that they have no visual experience in
one visual field, when coaxed, can successfully point to targets in their
"blind" field (Weiskrantz, Warrington, Sanders, & Marshall, 1974).

As indicated earlier, it was possible for our subjects to have
produced reasonably accurate estimates of element-location frequency
without remembering anything about the patterns. They could have done so
if they realized that there were compositional constraints which
influenced where the circles composing our patterns were most likely to
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be located; the circles were constrained to occur in the middle locations
most often and the corner locations least often. However, awareness of
these constraints was not sufficient for subjects to have differentiated
among frequencies of element occurrence at each of the four corner
locations, at each of eight side locations, or at each of the four
middle locations. In all four experiments, we obtained evidence from
subjects' mean-estimates indicating that they could independently
estimate frequency at the corner, side, and middle locations. We
concluded, therefore, that subjects' estimates were based, not on their
awareness of compositional constraints in the location of the circles,
but on what they remembered about the stimuli presented during Phase 1.

The experimental results indicated that accurate estimation of
element occurrence frequency depended on the formation of element-level
memory units. When the Phase 1 task emphasized element-level processing
(the Present/Absent and Right/Left conditions of Experiments 3 and 4),
pattern-level memory units had little influence on subjects' estimates,
which were relatively accurate. However, estimation accuracy decreased
sharply when the Phase 1 task stressed the formation of pattern-level
rather than element-level memory units (the Pattern Memory conditions of
Experiments 3 and 4). Thus, the formation of pattern-level memory units
did not support accurate frequency estimation, and the emphasis on
pattern-level processing suppressed the formation of the element-level
memory units that would have supported accurate frequency estimation.

Evidence of reduced estimation accuracy as a result of pattern-
level processing was surprising for two reasons: 1) pattern-level
processing requires attending to all the elements of each pattern; the
element-level tasks could be accomplished without attending to all the
elements, and 2) evidence accumulated over all four experiments indicated
that the formation of pattern-level memory units was associated with the
relatively precise encoding of element position. This association is
indicated by the scatterplot presented in Figure 6. The eight points on
the scatterplot represent the two conditions in each of the four
experiments. The location of each point is determined jointly by mean
recall accuracy (which reflects the formation of pattern-level memory
units) and the proportion of the variance in subjects' mean-estimates
that could be accounted for by the imprecise encoding of element
position. The determination of the latter was based on our analysis of
the effective frequency of element occurrence for each of the 16
locations within the frame. The effective frequency computed for each
location was the actual frequency for the location plus a variable
weighting factor (k) times the sum of the frequencies in the locations
surrounding the location in question. What we observed, in varying
degrees, was an increase in the accuracy of subjects' mean-estimates when
the computation of effective frequency included the adjacent-surround.
Since comparable increases were not obtained when effective frequency was
based on the rectilinear-surround rather than the adjacent-surround, we
concluded that the estimation data were influenced by imprecision in
position coding rather than confusions in the retrieval of relatively
precise position codes.

.nsert.Figure.6abe.......
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For all the experimental conditions showing increased correlations
when effective frequency was computed on the basis of the adjacent-
surround, correlations with mean-estimated frequency were at or close to
their maximum when k a .3. The data in Figure 6 are therefore based on
this value of k. The proportion of the variance in subjects'
mean-estimates that could be accounted for by the imprecise encoding of
element position was the difference in the squared correlations obtained
for k a .3 (when the effect of the adjacent-surround was maximized) and k
0 (when the effect of the adjacent-surround was not taken into

account). The scatterplot in Figure 6 indicates that there was a strong
negative correlation (r- -0.96) between pattern recall accuracy and the
amount of variance attributable to imprecise element position coding.
That is, the formation of pattern-level memory units was associated with
relatively precise coding of element position.

The association between accurate pattern-recall and precise position
coding suggests an important role for the perception of spatial relations
among the elements of each pattern. The formation of pattern-level
memory units requires encoding spatial relations among each pattern's
constituent elements, and the precise determination of each element's
position could result from the constraints imposed by the encoding of
multiple spatial relations involving the element (e.g., an element might
be alongside a nearby element, diagonally below a second element, and
relatively far from a third element directly above it). Despite their
precision, the element-relative position codes for pattern-level memory
units will be useless for estimating element-location frequency if the
global location of the patterns, relative to the frame, has not also been
encoded. The results summarized in Table 3 indicate that correctly-
recalled patterns were usually recalled in the correct quadrant of the
frame at a greater than chance rate, but subjects were not highly
accurate in this regard; the maximum proportion of correctly recalled
patterns that were recalled in the correct quadrant was .68 in the
Pattern Memory condition of Experiment 3. Hence, the poorest frequency
estimation was obtained for the experimental conditions in which position
coding was most precise (the Pattern Memory conditions) because the
usefulness of the element-relative position codes associated with
pattern-level memory units was limited by the relatively inaccurate
encoding of each pattern's global location within the frame.

When subjects in the Intentional condition of Experiment 2 tried to
remember the frequency with which circles occupied the various locations
within the frame, their estimation accuracy was only marginally better
than that obtained under unintentional conditions. More interesting was
the indication that estimation performance in the Intentional condition
was based primarily on element-level memory units (correlations between
actual and estimated frequency remained significant even after the
recall-frequency for each location was Opartialled out"), and the
position codes for the element-level memory units were more precise than
in the unintentional, Counting condition of Experiment 2 (as indicated by
the effects of the adjacent-surround on estimation performance). These
results suggest that subjects trying to remember element-location
frequency directed at least some effort to processing spatial relations
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among the elemnts within each pattern. This increased the precislon of
frame-relative position coding for the element-level emory units,0 and
as indicated by the recall data, enhanced the formation of pattern-level
memory units (which requires encoding relations among the elements).

The results obtained in the Vertical/Horizontal condition of
Experiment 1 were consistent with the conclusion that estimates were
based on element-level memory units with frame-relative position codes;
frequency estimates remained significant even after the recall-frequency
for each location was Opartialled out" of correlations between estimated
and actual frequency, and a relatively large proportion of the variance
in subjects' mean-estimates was attributable to imprecision in position
coding. In retrospect, it appears that there was little processing of
spatial relations among the elements of each pattern, perhaps because
judgments of vertical/horizontal alignment were based on whether there
were three circles parallel to the vertical or horizontal sides of the
frame. Since the opportunity to use the sides of the frane as the basis
of alignment Judgment was not available in the Diagonal condition,
subjects in that condition had to base their alignment judgments on the
relative location of the elements. The need to process spatial
relations among the elements would account for the higher level of
pattern-recall accuracy (the formation of pattern-level memory units
requires the coding of element-relative position), and the more precise
position coding in the Diagonal compared with the Vertical/Horizontal
condition.

To summarize, the processing of spatial relations among the elements
of each pattern enhanced the formation of pattern-level memory units and
increased the accuracy of element position coding for both element-level
and pattern-level memory units. However, estimation accuracy suffered
for Phase 1 orienting tasks that stressed the formation of pattern-level
memory units because: 1) emphasis on the formation of pattern-level
memory units suppressed the formation of element-level memory units, and
2) despite the precision of their element position codes, imprecise
coding of global location limited the usefulness of pattern-level memory
units for the estimation of element-location frequency. Frequency
estimation in this study was best supported by element-level memory units
with frame-relative position codes, even though the orienting tasks which
emphasized element-level processing could be performed without attending
to all the elements in eachpattern.

The frame-relative position of the constituent elements of a pattern
would, by most standards, be considered highly superficial information
for subjects to be retaining. Our results therefore join evidence based
on exact repetition effects (e.g., Jacoby & Brooks, 1984; Pollatsek, et
al., 1984; Hock, et al., 1981; Kolers, 1976) in providing evidence for
the retention of meaningless, superficial information. One way of
explaining the retention of superficial details for patterns is to
specify that patterns are stored and retrieved as literal, template-like
pictorial copies. However, it has been argued (Neisser, 1967; Dodwell,
1970) that template models lack the flexibility required for stimulus
generalization: the ability to recognize altered versions of previously
seen patterns (e.g., Attneave, 1957). The results reported in this paper
indicate that superficial element-position information does not have to

p .
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be retained at the pattern-level in the form of template-like pictorial
copies. Superficial details involving element position were abstracted
from a series of patterns and stored in the form of element-level memory
units in the Same way that semantically important, shared attributes
might be abstracted from a series of patterns belonging to the same
category (e.g., Posner & Keele, 1968). There is no reason, therefore, to
assue that superficial details are represented any differently than the
semantically important attributes that are the basis for stimulus
generali zation.

bJ
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Footnotes

1Because continuous contours could not be displayed on the
monitor, the elements constituting each pattern were approximations of
circles.

21ndividually computed correlation e-efficients served as
descriptive statistics in this study. The computation of mean
correlation coefficients and t-tests were based on
Fischer's r to z transformation.

3The 17 patterns used in this study were classifiable according to
the size of their equivalence set, which is determined by the number of
patterns that can be generated by rotations and reflections of the
pattern with respect to its horizontal and vertical axes (Garner &
Clement, 1963). There were two patterns with equivalence sets of size 1,
eight with equivalence sets of size 4, and seven with equivalence sets of
size 8. All four experiments reported in this study replicated Bell and
Handel's (1976) evidence that the recall accuracy for a pattern was
inversely related to the size of its equivalence set. The results were
consistent with the interpretation of equivalence set size as being
related to the configural complexity or "goodness of form of a pattern
(Garner & Clement, 1963).

40ver all four experiments, four of the subjects were replaced
because they repeated the same estimate for every location tested.

5In order to be certain that subjects' estimates of element-
location frequency depended on the frequency of occurrence of circles
rather than the frequency of occurrence of the dots placed inside some of
the circles, we selected dot locations in this experiment so that there
was no relationship between circle and dot frequency (the correlation
between them was -0.09). The correlations between circle and dot
frequency in some of the previous experiments turned out, by chance, to
be relatively high. In order to determine whether dot frequency
influenced the results obtained in these experiments, we computed
partial-correlation coefficients with the effects of dot frequency
"partialled out.* Although there were some fluctuations In individual
data, the over-all pattern of data was unchanged. This indicated that
subjects' estimates of how often circles occurred at locations within the
frame were indeed based on circle frequency rather than dot frequency.

6How the processing of spatial relations among the elements of a
pattern might increase the accuracy of frame-relative position coding for
individual elements is a topic for further investigation. One
possibility is that codes based on the perceived distance between
adjacent elements in the pattern serve as "mental units of measurement*
which enhance the precision with which subjects encode the distance of
each element from the sides of the frame. Another possibility is that
the perception of angular relations between pairs of elements in the
pattern requires encoding the frame-relative position of the elements to
a greater level of precision than would otherwise be the case.

S
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Table 1

Mean Reaction Times (in msec) and Percent Errors for the Phase 1 Orienting Tasks.

Mean
Response Reaction Percent

Experiment Phase 1 Task Type Time Errors

Vertical/Horizontal Yes 945 6.5
Alignment No 1056 3.5

1
Diagonal Alignment Yes 1022 7.5

No 1070 2.3

2 CountIng "2N 932 2.0
030 996 4.8

3 Present/Absent Present 845 3.5
Absent 865 2.2

4 Right/Left Right 1041 6.3
Left 1097 5.4

IJ
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Table 2

Summary of the Correlation Coefficients Between Estimated Frequency (Obtained During
hase 2) and Actual Frequency for the 16 Locations Within the Frame. The Partial
Correlations Were Computed bA Partialling Out the Effect of Reca11-Frequency
(Determined from the Rase 3 Recall Data) fro the Estimated/Actua] Correlation.

Correlation Partial Correlation:
Actual with Estimate Actual with Estimate

Proportion Proportion
of Subjects of Subjects

Phase 1 with Positive Mean with Positive Mean
Experiment Task Correlation Correlation Correlation Correlation

1 Vertical/Horizontal .78 0.34 .81 0.26
Ali gnment

Diagonal Alignment .84 0.33 .88 0.28

2 Counting .81 0.28 .78 0.24
Intentional .94 0.35 .75 0.30

3 Present/Absent .92 0.35 .88 0.33
Pattern Memory .78 0.17 .53 0.03

4 Right/Left .81 0.31 .81 0.28
Pattern Memory .63 0.19 .50 0.10

. . .I m I I I 1 I l i I I l I I
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Table 3

Percentage of Patterns Correctly Recalled. Regardless of Whether They were Recalled
in the Correct Location Within the Frame, and the Proportion of These Correctly
Recalled Patterns That Were Recalled in the Correct Location Within the Frame.

Percent Proportion of Correctly
Correct Recalled Patterns

Experiment Phase 1 Task Recall in Correct Quadrant

1 Vertlcal/Horizontal 8.1 .50
Al Ignment

Diagonal Alignment 12.3 .54

2 Counting 8.5 .30
Intentional 14.2 .58

3 Present/Absent 7.4 .50
Pattern Memory 17.8 .68

4 Right/Left 6.4 .46
Pattern Memory 19.7 .67

F3
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Figure Captions

Figure 1. The frequency with which circles occupied each of the 16
possible locations within the frae (for the 0 deg orientation of the
patterns).

ure 2. Experiment 1: For the Vertfcal/Norfzontal and Diagonal
cnitions, correlations between mean-estimated and effective frequency
for the 16 locations within the frme. Each correlation was computed for
a different value'of k, which weights the contribution of occurrence
frequencies at surrounding locations in relation to a location's actual
occurrence frequency in determining the effective frequency of occurrence
for the location. The solid lines are for correlations based on the
adjacent-surround, the broken lines for correlations based on the
recti 1 inear-sur'round.

Figure 3. Experiment 2: For the Counting and Intentional conditions,
correlations between mean-estimated and effective frequency for the 16
locations within the frame. Each correlation was computed for a
different value of k, which weights the contribution of occurrence
frequencies at surrounding locations in relation to the location's actual
occurrence frequency in determining the effective frequency of occurrence
for the location. The solid lines are for correlations based on the
adjacent-surround, the broken lines for correlations based on the
recti I inear-surrround.

Figure 4. Experiment 3: For the Present/Absent and Pattern Memory
conditions, correlations between mean-estimated and effective frequency
for the 16 locations within the frame. Each correlation was computed for
a different value of k, which weights the contribution of occurrence
frequencies at surrounding locations in relation to the location's actual
occurrence frequency in determining the effective frequency of occurrence
for the location. The solid lines are for correlations based on the
adjacent-surround, the broken lines for correlations based on the
recti I inear-surrround.

Figure S. Experiment 4: For the Right/Left and Pattern Memory
conditions, correlations between mean-estimated and effective frequency
for the 16 locations within the frame. Each correlation was computed for
a different value of k, which weights the contribution of occurrence
frequencies at surrounding locations in relation to the location's
actual occurrence frequency In determining the effective frequency of
occurrence for the location. The solid lines are for correlations based
on the adjacent-surround, the broken lines for correlations based on the
rectil inear-surrround.

Figure 6. Scatterplot with eight points, each point representing the
recall accuracy and the precision of position coding for one of the two
conditions in the four experiments reported in this study.
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SECTION 2D

The Effect of Nonspecific Memory Instructions on the Encoding
of Frequency of Occurrence Information

Howard S. Hock and L. Clayton Cavedo

Greene (1984) has recently argued that the absence of an
intentional/incidental in frequency coding in the experiments reported
by Hasher and Zacks (1979) may have been due to their use of
nonspecific memory instructions ("try to remember the items") in the
incidental condition. Such instructions, Greene argued, could result
in similar frequency Judgments in the intentional and incidental
conditions because of the use of similar encoding strategies (e.g.,
covert rehearsal) in both conditions. If Greene is correct, an
intentional/incidental difference in frequency judgment should emerge
when the incidental "orienting task" is completely incidental.

The stimuli used to test this hypothesis were strings composed of
four letters; half were common English words, half were
orthographically regular nonwords. One group of subjects participated
in a Lexical Decision task, which required that they discriminate
between the words and nonwords. Frequency learning was completely
incidental for these subjects. The second group of subjects was
instructed to try and remember the information presented. Successful
frequency discrimination for the Lexical group would replicate Hock,
Malcus, and Hasher's (1986) evidence that the encoding of frequency
information does not require intentional effort. By comparing
performance for the Lexical and Hemory groups, we assessed whether any
advantage in the accuracy of frequency Judgments could result from
processing strategies elicited by nonspecific memory instructions.

Method

This experiment involved a 2 (lexical vs. memory instructions) x
2 (words vs. nonwords) x 6 (frequency levels 2, 4, 6, 8, 10, 12)
design. The only between group variable was "instructions." Sixteen
undergraduate students at Florida Atlantic University voluntarily
participated in the experiment, for which they were paid $2.00. Half
the subjects were assigned to the Lexical group and half were assigned
to the Memory group.

As indicated above, there were six frequency levels in this
experiment. Three common words and three orthographically regular
nonwords were assigned to each of the frequency levels, resulting in a
total of 18 different words and 18 different nonwords. With strings
repeated according to their assigned frequency level, there was a
total of 252 strings in the stimulus list. The frequency level of the
strings, and whether they were words or nonwords, was varied randomly
in the stimulus sequence. The vast majority of repetitions were
separated in the stimulus sequence by a minimum of nine strings. Only
five repetitions had fewer than nine intervening strings. Half the
subjects in each instructional condition were presented with one
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stimulus sequence, the other half with the same sequence in reversed
order. The 252 strings in the primary experimental list were preceded
by 16 randomly ordered practice strings. Half the practice strings
were words, half were nonwords. None of the practice items were
presented more than once.

The stimuli were displayed on an Ilectrohome black-and-white
television monitor that was controlled by a Data General computer.
Each string was presented inside a small rectangular box that always
remained on the screen. The exposure duration for each string was one
sec. The Interstimulus interval was also one soo. Subjects in the
Lexical condition were instructed to press a button marked "es" if
the string presented was a word and to press the button marked "no" if
the string presented was not a word. Subjects were told to respond as
quickly as possible, but to keep their errors to a minimum (incorrect
responses were signalled by a brief flash of the stimulus box). They
received no instructions suggesting that there would be any sort of
memory test. When asked at the conclusion of the experiment, none of
the subjects in the Lexical condition indicated any expectation that
there would be receiving a memory test. Subjects in the Memory
condition were told to try to remember the information presented on
the screen. They received no instructions suggesting that they would
receive a frequency test. I

Subjects in both the Lexical and Memory conditions received
the same frequency discrimination test. A string was presented on the
screen, along with the six alternative frequency levels used in the
experiment. Subjects were required to select the frequency they
thought corresponded to how often the string appeared in the list.
They were given all the time they needed for each response before the
next string was presented. Half the subjects in each instructional
condition received one random order of the 36 test strings (18 words,
18 nonwords). The other half received the same sequence in reversed
order.

Results and Discussion

Mean reaction times for subjects in the Lexical group were 559
maec for "yes" responses and 625 msec for "no" responses. The
advantage in processing time for "yes" responses was obtained for each
subject. It was typical of the Lexical Decision paradigm.

Mean frequency judgments are presented in Table 1. Of primary
interest in these data wore two results. First, frequency
discrimination appeared to be somewhat better for subjects in the
Memory condition than for subjects in the Lexical condition. This was
indicated by the significant interaction between instructional
condition (Lexical vs. Memory) and frequency level (2,4,6,8,10,12),
[F(5,70) = 3.76, < C .005, MSe z 12.66]. Second, subjects
successfully discriminated among the alternative frequency levels
following the Lexical Decision orienting task. This was indicated by
a test of simple effects, which indicated that the effect of frequency
level was significant for subjects in the Lexical condition. Also
significant in this experiment was the interaction between string-type
(words vs. nonwords) and frequency level, and the three-way
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interaction between string-type, frequency level, and instructions
[F(5,70) = 3.10, and [F(5,70) = 2.44, p < .05, MSG 19.19,
respectively]. These interactions reflect the tendency for frequency
discrimination to be better for nonwords than words, but primarily in
the Lexical condition. No further mention will be made of this effect
of stimulus type since in subsequent research we have continued to
observe a small advantage when subjects receive memory instructions
(compared to completely incidental conditions), but the advantage is
as likely to appear for words as for nonwords.

Finally, correlations between Judged and true (list) frequency
were obtained for individual subjects. The correlations were positive
for all 16 subjects participating in this experiment. All eight
correlations were individually significant for subjects in the Memory
condition (they ranged from 0.41 to 0.69). Six of eight correlations
were individually significant for subjects in the Lexical condition
(they ranged from 0.21 to 0.62).

The results of this experiment thus provided further evidence
that frequency information can be accurately encoded under truly
incidental acquisition conditions (the Lexical decision condition).
However, the results also show that nonspecific memory instructions
can elicit strategies, like covert rehearsal, which can enhance
frequency discrimination relative to truly incidental acquisition
conditions.

Table 1

Mean frequency judgments for words and nonwords following
lexical decision instructions or "remember the information

presented" instructions.

Lexical Decision Instructions

Frequency Level

12 10 8 6 4 2

Words 7.2 7.3 7.8 8.0 4.1 4.2

Nonwords 7.8 6.9 6.9 5.5 5.8 4.8

Mean 7.5 7,1 7.4 6.8 5.0 4.5

Memory Instructions

12 10 8 6 4 2

Words 8.1 8.1 7.6 5.7 4.8 4.2

Nonwords 9.2 9.1 6.7 6.8 5.3 4.7

Mean 8.7 8.6 7.2 6.3 5.1 4.5
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Zacks have presented interesting data automatic (cmutolled) proceses. In light ftcdqya. Lmr",i. AkwwrX aid Cogm-
suneting that filquency encoding can be of the publication by Hasher and Zacks. libig 10. 181-197.
controlled by vaiables smecwhat different it appears important to reiterate Fisk and Hastim L, A Zacks. IL. 1 (19 i9). Aidomauc
from those of other stimulus attributes; Schneider's (1984) requiremenits- To or and erons Psycinhmloy Joernal8
bmwevu they hawe not dlemonstrated--by relatively Pure automatic Processes, me 356-38 u/ schioy GiITJ.0
their owni criteri-thbe automaticity of searchers must (a) Provide evidence as to lHasha L, A Zaci. ft. T (1994). Autouatic
frequency encoding. how well the stimuli actually are pro- procenig ofdhamenta information: The

ome; (b) provide evidence of the sensi- cowe of frequency of oomrrence. AmericanSubstantial Diatolliha Fromt Reuion tmvty of ane memory test, (c) provide an Ph~okogs 39.,1372-1398.
b aact excellent cover story; (d) require subjecs Howell, W. C (1973). Rroamation of ft-
Hasher anid Zacks argued that automatic to perform a highly demanding controlled quecy in memory. Psydadgical ButeVun
Proeses should not be disrupted by mn poesng (attention-demanding) task as 804-3
duced capacity. indeed, there is substantial the primary task; (e) test for freqiuenc es f oretn task o dC~iei encdn (197 W r=11fa
evidence that automatic proeses ame re- timation only after Subjects have learned of orenurn al 0' tera enoi and cl
source (capacity) insentitive (e.g., swe Fisk to allocate attention to the nonautomatic Verbal aeluzviom 16. 353-369.
& Schneider; 1983, 1984; Schneider & task; and (f )design the task to control for Row F J & Row, E. J. (1976). EffctLs of
Mik. 1982, 1984). By the "joint satisfac- adrifV" of attentiollal resources away from orintig tas and spacing of repetitions aD

Uim- rule of Hasher and Zacks. frequency the controlled processing task to the au- frequency judgments. Jounal ofEvwrimer-
estimationi cannot be automatic if reduc- tomiatic task. The latter three requirements WU! PFtCe/akVA gy: Hu a rnn aid m-
tion in capacity disrupts frequency or oc- my he met if (a) automatic processe art orv. Z.142-152.
currence estimations. Hasher and Zacks well developed (e.g.. over 2,000 trials of 5dinie W, & Fask. A. D. (1912) Cbeurit
stated that -reductions in capacity ova succesful executions of the automatized automatic and contolWe visual search: Can
the ranges so far explored do not affect task); Nb subjects am reained to devote f ll ttOil o Eipr U'IIIIOs resou rn-cot
performance on frequency tests (p. 1378). Processing capacity to the controlled pro- hq Monory an Cognition, 8. 261-278
Available data clearly contradict tis ceng (Primary) Uask; (W buffer words Are Schcit W., A Fisk. A. D. (1984). Automatic
statement Presented after automatically Processed catory search and its trianse Journal of

Fisk and Schneider (1984) carried targets; (d) buffer words are presented at LEvvhimal sfchd~ov. Leanin Meowry
out an experiment requiring subjects to the beginning of each trial to Allow time ad Cogition. 10, 1- 15.
perform a digit detection visual searc task to refocus attention; and (e) highly emo-
while simultaneously detecting words from tional words (such as rape or murder) are
a semantic category (e.g., types of vehi- not used.
dles). After substantial Practice, untrained Smayo simtcyo rqecexemplars of the trained category were in- Suayo a~t fFiusc' Inevitability and Automaticity: A
troduced as well as new distractors from E ig Rsos oFs
other categories. The distractors were pre- Hasher and ZAcks (1984) argued that the Rsos oFs
sented either 1, 5. t0, or 20 times. In a patten of null results they reported is Rose T Zacks
dual task, subjects were able to detect the critical because their "definition of auto- Mciigan State Uniiersity
untrained exemplars froim the trained matic frequency encoding hinges an the Ln Hasher
category with a high degree of accuracy joint satisfaction of six criteria" (p. 1379). Temple Eldent
without disrupting the primary digit (Thei criteri Predict a Pattern of null rm
search task performance. (Those results suits.) This comment has pointed to data Howard S. Hock
indicate that subjects were proesng the that indicte that two of their criteriaare Florida Atdmti Uniwirsity
words at least up to the semantic category not supported in the literature. The ref. In the contemporary cognitive literature,
level in an automatic mode.) However erences cited in this brief - a ent i& the term eatic has a number of def-
subjects estimated frequency of occur- eate dlear patterns of instruction or utrat- initions (e~g., Shilfri, in press). For the
rm or the test distractors was indepen- egy effect in the estimation of frequency. most part, theme definitions are not co-
dent of the actual presentation frequency. Data alsocdearly show the disruption of trdctr but complementary to one an-
Frequency estimation was relatively good frequency encoding when reources ame other That is, there is significant co-
when the subjects' resources w=r not aI- withdrawn from the frequency estimation ntnaity among them, with the difitrence;
located to the digit search task (Experi- task. Contrary to the assertion of HasWe arising mainly from the association of the
went 2 vs. Experiment I semantic ori- and Zacks, it does not appear that fiv- various definitions with research in dif-
enting condition). These data demonstrate quency information is inevitably encoded ferent cognitive domains. Howevei mis-
that witdamw of resourme frow m efre- into memory. matches of concers can ceca when dif-
quency estmation task disrupts the ability ferent viWs of automaticity ae juxta
to judge frequency of ocurrence. These RE lOM posed. Fisk's comment (this issue, pp.
data do not fit the pattern of reults that De. L (1974). Estimation ofward ftequmicy 215-216) preents such amismatch on the
Hasher and Zacks would need to argue in continuous and discreie tasks Jomurnal 0' topic of methodological problems in the
for automaticity of frequency encoding. Lrsom~,al Psyolog 102. 1046-1052. study Of Otomatilty.Fsh A. D., A Sthincde; W. (t93) Coingy As we have used the term auton-

Need~~~Pa fe auate n icity it refers to a proces by which sm
hthodologlel Cane ciplsto omk prommegw JWWOfx attributes ofan attended to stnilus areP""ttPrA+hoWgy Leanw. AUmoiyFisk and Schneider (1984) have clearly 0- OWd Cagnition. 9. 17-193. encoded into memory. We have studied

lustrated the requirement for substantial risk, A. D, & Scueit w. (1m3). bMemory this; po mainly through the use Ofrlint
methodologica ewe in attetmpting to n- afunction of attention, lvelof, , o ng, memory procedures (Hasher A Zacs,
ow relatively pue automatic and moo- and automasbation. Journalw O Tiern-md 1984, p. 1373). by con"aut, the cntest
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of Fiak's comment is a view of automatic- ofoccurrence. In fact, Fisk and Schneider structions. subjects am totally uninformed
ity derived from the study of automatic (1984, p. 189) explicitly acknowledged this about a memory test. In this circumstance
search mechanisms, particularly is they boundary condition in discwsing the rel- (sometimesreferred toas"uly"inciden-
slowly develop in multiple frame visual evance of their data to our view of fre- tal) subjects are typically given some task
march tasks (e.&. Fisk & Schneider, 1984). quency encoding. Thus, it is somewhat that "orients" them to the items to ensure
Because of the different foci of the two surprising that Fisk included this fine of that the items are actually attended to and
positions, and especially because of the argument in his commentary. that subjects do not piess at the existence
associated difference in research Vars- We turn now to Fisk's remaining ofa memory test.
digms, several of the methodological criticism, concerning the impact of in- In conformity with the instructional
problems that Fisk addresses either do not structions on the encoding of frequency criterion of our framework, encoding of
fit our concerns or are irrelevant to them. of occurrence information. Our instruc- frequency of occurrence information cc-
The latter is mot dramatically illustrated tional criterion mates that aning subjects curs with both intentional and incidental
by requirement (a) on page 216: that there about a forthcoming attributes test will not instructions (see Hasher & Zacks, 1984,
be something "over 2,000 trials of suc- improve their ability to encode funda- pp. 1373-1375). Furthermore, recent re-
cessful executions" of a task before it can mental attributes. This is so because of sarch of ours shows that encoding of fre-
be assumed that automaticity has been es- the presumption that automatic encoding quency under a number of ruly incidental
tablished. In our view, frequency infor- processes function optimally and contin- conditions with compelling cover tasks
mation is encoded into memory (assuming uously. Before addressing the issue of (e.g., a Stroop task, a sentence completion
attention to stimuli) on all exposures, in- whether the data agree with this criterion, task) is as good as that under incidental
cluding the I st and the 2.000th. we need to clarify a distinction between and/or intentional instructional conditions

It is important to note here that we test instructions and cover task instruc- (Zacks, Doren, Harem, Hashe, & Hock,
have specified one boundary condition for tions that is honored in the memory lit- 1985). Two recent articles have also ad-
the obligatory encoding of such funda- erature but is blurred over in Fisk's com- dressed this issue, but they have yielded
mental attributes as frequency of occur- mentary. There is a difference between in- contradictory conclusions that make their
rence: that the stimuli, although not nec- structions about whether to expect a impact unclear. On the one hand, Greene
essarily the attribute, be attended to forthcoming memory test (and if so, of (1984) found that a truly incidental cover
(Hasher & Zacks, 1979, p. 359). It may be what specific type) and instructions about task yielded poorer frequency knowledge
useful to elaborate on what we mean by how to process each item as it appears than the same cover task combined with
the phrase "attended to.- We interpret this (typically called "orienting" or "cover" either vague or explicit memory test in-
phrase in a manner consistent with late tasks). This clarification is necessary to structions. On the other hand, using pro-
selection views of attention such as that show that the existing data (a) largly con- cedures very similar to Greene's Kausler,
of Duncan (1980). He argued that stimuli form to our instructional criterion or (b) Lichy, and Hakami (1984) obtained a
are fully analyzed preattentively, including can be explained by an assumption about pattern of frequency knowledge in keeping
extraction of their form and meaning. Tbe subjects' covert rehearsal proes qas they with the automaticity criterion of no in-
limited capacity attentional system comes proceed through a list of items. We turn structional differenoes. Our current con-
into play to determine which products of first to the impact of test instructions. clusion is that, in the main, the results on
preattentive processing will be attended to Intentional test instructions inform this variable confirm the automaticity
and thereby brought into consciousness. subjects about the nature of the target in- view.
That is, evidence of some degree of pro- formation that will be tested (e.g., the We turn now to the scond type of
cessing of stimuli, even of semantic pro.- words themselves, the frequency with instructional manipulation, which in-
cessing, is not sufficient to demonstrate which each occurs, their temporal dura- volves varying the type of orienting or
that the stimuli have been attended to in tion or order). Intentional instructions cover tasks given to subjects. These in-
a manner that meets our boundary con- range in the degree to which they go on structions are sometimes, though not al-
dition. to specify the actual nature of the forth- ways, combined with the various types of

These considerations form the basis coming test from ones that are detailed intentional and/or incidental test instruc-
for our response to Fisk's claim that re- (e.g., four-alternatiM forced-choice item tions, a fact that no doubt contributes to
duction in capacity does (contrary to our recognition frequency estimation or dis- the blurring of the distinction between
view) disrupt encoding of frequency in- crimination, position judgments) to ones what are actually two very different sorts
formation. The data to support this claim that are rather vague, as when subjects ame of instructional manipulation A variety
come eatirely from a study by Fsk and simply told of a "tes" without any further of orienting tasks haw been used. As ex-
Schneider (1984). In that study it was information. For our purposes of anesing amples, subjects may be asked to rate ach
demonstrated that, given extensive prac- the impact of instructions on the encoding item as it appears for pleasantness or to
tim, subjects are able to automatically of fundamental inlbrmation into memory, indicate the number of syllables each has.
perform even semantically based category intentionally instructed subjects must Such tasks ensure that subjects pay atten-
marches on words; that is, such searches know that their knowledge of a particular tion to eacb stimulus item, but they may
can be performed on words that are not attribute (e4, frequency) is what is going also (depending on the particular tasks
consciously attended to. If so, Fisk and to be tested, chosen) result in different amounts of o-
Schneider's finding that subjects have no Incident istructions are of two vert rehearsals of the items in the list. For
memory for the frequency of oaccrrence type Te firt warns subjects only ormome example, subjects who are rating items for
of distractors in this paradigm is not con- unspecified type of tet, without any spe- pleasantness will try to keep thei ale
vary to our positon: According to ourex- cic information about the targt infor- constant across the list and in so doing
pit boundary condition, stimuli that we mation to be tested. For example, subjects will reheamy previously presented list
processed in a nonattended way ware not might expect a memory test without items ('Let's M, I think this word is a 6;
expected to leave a record in memory that knowing that frequency memory will be it's as pleasant as word X, which I also
supports reliable judgments of frequency testedL In the second type of incidental in- caed a 6"). When the cover task directs
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attention to individual items, as counting *Nqumey or saulY 0000t11d gvmt start, it would be nice to know what pro-
syllables would seem to, fewe reersl Ahwory A Cgrniion 5. 116-122. portion of the 35.6% of papers whs u
of prior item occur (swe Postman & Kausim D. H.. LktbM W., & Haka-i, thes we identified by the reviewers was
Kruesi, 1977). Typically (e4;., Fisk & M. K. (294) F uncy judgments far dis- ultimatey published. Is this significantly
Schneider, 1984. Experiment 1; Rose & &ner items in ashenr-term memIory tak different from the proportion of the re-

Row 176)th uginn hghe fr Instuctional variation and adult age differ- .Roa, 176 th jugmntsam iger or imom Jan o *AOII9?*.JL lIi~and Wa mining papers (whose authors we not
tasks that encourage rehearsals than for Beair 2,660o-W. identified correctly) Published? It is to be
tasks that do not. Foomm,. L., & KrusiL E (I29M7) bl im= hoped that furture studies will wrestle with

We aunt that owm tasks differing in of orienting ta an the asooding an recall theme questions.
th dgeetowic sbecsengag in re- ofwriJUiJtIra mwged It appears that there are three po-

hearsals will result in different frequency KrtrtiI &aGvi* 16. 353-369. sible approaches to the peer-review pro-
judgments. We do not one this as a con- Rooe, L J_, A Rowe, L J. (1976). Effects Of cess. The two that have been most fir-
tradiction to our framework because of the oienting task an spcn frpttoso quently employed involve either single-

follwin tw emirial bsevatons(we frequencyjudgnents. Journa of Eper Vn- blind reiwi which the reviewer knowsfolowig to epircalobsrveion (s of psd 9 Manian Larwa nd Mii h iett o h uto u teato
e.g., Johnson, Taylor, & Raye. 1977): (a) orx 2. 142-152.teidntyothauorbtteuhr
Subjects are able to judge the frequency Sbiin, R (in ptes). Attention. in p. C. At- does not know the identity of the reviewer,
of both actual occurrences of items and kinson, ft. J. Herann, G. Lindzey, A and double-blind review. in which neither
imagined (or rehearsed) occurrnces and IL. D. Lan (Eds.4 Mewn .s handbook of ex- author nor review knows the other's
(b) imagined occurrences ilate judg- pmernntapsxhosoy New York: Wiley identity. Beause both approaches hawe
ments of actual occurrences (apparently Zacks, It. T., Doren, B., Hamm. V. Hasbem I- elicited so much heatd controversy, is it
because people sometimes confuse mem- & Hock. H. (1985). Thenooding qwfli-Y 'not timne to try the remaining altenative,

of owwremw bl5nnation0 mcad, id i n amlpe eiwi-wihteietteor rae from the two different sources; dreai iusiii Manuicrip in pqaein fauthor pa reviewe arwhche adeknownie
wee Johnson & Raye, 1981). Thus from wd ofatranreierrem ekon
our point of viMw any variable such as so each other? At the risk of igniting an-
cover task instructions that allows for dif- other controversy, I would like to sut
ferential rehearsal rates will set the stage that this may indeed be the fairest and
for differential frequency judgments. We most effective solution to the problem.
have not. as Fisk alleges, ignored this tasue, AnonyMus Reviewing and the Why should a reviewer hide behind a cloak
nor have we ignored the relevant data (wee Peer-Review Process of anonymity? Ifsa critique has merit and
Hasher &Zacks. 1984, p. 1380); we seem, WatrW uwlois really fair, surely the critic ought to have
howmict not to hav Walte W.seve curear. sufficient courage of his or her own con-
In any event, Fisk's commentary does not University of Louisville victin to be willing to sip it. Or is anon-
attempt to criticize our explanation of the School of Medicine ymous review simply a license for some
impact of orienting tasks on frequency it is refreshing indeed to wee that the topic reviewers to hit below the belt? Certainly

Ajudgments, and in the absence of such of the peer-review process, specifically the open review Would be in the tradition of
criticism there is no compelling reason to matter of anonymous review of manu- Anglo-Saxon justice, where accuser and
abandon it. His remarks do not present a scripts submitted for publication, is may- accused are able to fae each other on
clear case against our speculations about ing fr-om the realm of speculation to the equal footing and where openness and the
the special way in which frequency infor- laboratory. Ceci and Peterss com ment weight of evidence take precedence over
mation is encoded. (December, 1984) is a case in point. They rhetoric and reputation.

reported an investigation in which me
viewers for psychological journals rou- 3ummal

REPERN tinely using so-called anonymous review- tts . 184.He lidi
Duncan, J. (1930). lTk loctia of interference in ing were asked to try to guess the author(s) Min reiw Anirtcn Pzcoogist. 39.

tie perception ofmiu Psycigia M- sdentity. Results of this study showed that 1491-1494.
viw 87,.272-300. overall, 33.6% of the 146 participating re-

Fisk, A. D., & Sthneidet W. (1984). Memory viewerawere corncin their identification
As a function of attention leVl of proemang, of the author (or one of the authors) of

d autmaotizaon. Joea maisEwprinvnal the papers reviewed. These finding we
ftchohlyD I.Wniflf AkINOS3 an CA"I taken as evidence that anonymous mn .nia~oa fet
take t. L (11197.Iniet'lun o viewing is "farly blind" and that propo-

Geent 3ai. L inr A18) nd nftering 12. net of anonymous reviews should hir of Sugar. A Comment

90-95. fie inishsblt.onBca n

Has L- A zarft. L (1979). Automatic but does knowledge of authorship Richard Miich
and efforti p rcesses in memory. Jownal ultimately affect publication? Is there a Uodyersity of~entuic4
gtffxpernianw Psyedkgr. Gsvva1fl 108, negative bias against unknown authors af-
356-38. filiated with low-prestige institutions and Scot Lidge and Mark Wotraichi

Hislim I- & Zafta L T 0984 Automatic a positiv bias in favor of known authors 4AWty GOf o
procfofundamental imfcaaon: Th affiliated with highi-prestige institutions? Buchanan (Novembee 1984) labeled me

cm o 60pncy f ocarmce. mmo Thes are the critical questions amr which fined sugar a -toxin" and called for in
Johnson, M. K., A Raom C L (M981)Y Reality th pe-eve ; n r P has come under vestigations of the effec, of sugar on be-

monitming PsydaloivWlPermi8675 attack. hanvior. Hfe appeared unaware that during
Johnson, Ki K., Tayio; T H., 88,675. It is regrettable that Cadi and Peters the last several years studies have been un-

C L (1977). Fact and fantmy. The effr'jof did not carry their studly a step further dertaken to systematically examine the ed-
internally gemassid eve n the appareat and address this important questimn Asa fts of sugar ingestion on the behavior of
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SECTION 2F

Emphasis on Global-Level Codes Suppresses the Formation of
Component-Level Codes

Howard S. Hock, Lawrence Malcus, and L. Clay Cavedo

Hock, Throckmorton, Webb, and Rosenthal (1981) found that the
phonological processing of words (but not of nonwords) suppressed the
retention of graphemic information associated with the words. That
is, previously presented nonwords that were phonologically processed
were recognized more accurately when they wore presented in the same
case during recognition testing compared with when they wore presented
in a different case; this advantage of a familiar visual format was
not obtained for phonemically processed words. These results
suggested that what is remembered in a series of letter strings is
influenced by how information in the lexicon is activated during the
processing of the strings. When lexical access is based on
global-level units (phonological units in the Hock, at al., 1981,
study), there is little retention of the visual characteristics of the
string; visual characteristics are retained when lexical access is
nonphonological, or when there is no lexical activation (for
nonwords). Since nonphonological lexical access appears to depend on
letter-level visual units (McClelland, 1978; Noice & Hook, 1987),(it
was hypothesized that experimental conditions which increase the
likelihood of direct visual access to the lexicon would facilitate the
retention of letter-level memory units, whereas experimental
conditions which increase the likelihood of nonvisual (phonological)
access to the lexicon would reduce retention of letter-level memory
units. Since the hypothesis specifies that lexical activation is
critical to differences in letter-level coding, the experimental
factors that affect the encoding of letter-level units should be of
lesser importance for nonwords, and for tasks which do not require
lexical access.

The stimuli presented were randomly mixed lists of words and
nonwords. One version of each list was printed entirely in upper-case
(e.g., LIST), the other in alternating-case (e.g., LiSt). The reason
for introducing the alternating-case condition was to make the stimuli
visually unfamiliar, decreasing the likelihood that lexical access
would be based on the visual characteristics of the words. For some
lists, the nonworda wore orthographically regular (e.g., TIBE), for
other lists the nonwords were orthographically irregular (e.., TBZI).
The reason for this contrast was that previous research by Shulman,
Hornak, and Sanders (1978) suggested that lexical decisions based on a
nonvisual, phonological representation of a word were more likely when
the nonwords in the list were orthographically regular (and
pronounceable) than when they wore orthographically irregular (and
unpronounceable). There were three cover tasks accompanying the
presentation of the words and nonwords: 1) a Letter Detection task in
which subjects were required to search through each string for the
presence of a "U" or "I", 2) a Lexical Decision task in which subjects
were required to discriminate between the words and nonwords, and 3)
an Intentional condition in which subjects wore told to remember the
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frequency of occurrence of the constituent letters of the strings.
Based on the results of a study by Hock, Malcus, and Hasher

(1986), the encoding of letter-level memory units was assessed by
having subjects estimate the frequency with which various letters
appeared in a sequence of strings. However, as pointed out by Hock,
et al. (1986). letter frequency estimates could be based on the
retrieval of string-level memory units as well as the retrieval of
letter-level memory units. That is, using a version of Tversky and
Kahneman's (1973) availability heuristic, subjects could base their
estimate of a letter's frequency on the number of strings they could
recall that included the letter being estimated. Hock, et al. (1986)
evaluated this possibility by obtaining free recall data following the
frequency estimation phase of their experiment, determining the number
of times each letter appeared in correctly recalled strings, and
computing reliable partial-correlation coefficients with the effects
of recall-frequency "held constant." A similar procedure was used in
the present study in order to assess the encoding of letter-level
memory units independent of the effects of global-level memory units
on the estimation of letter frequency.

Method

Zubacl&. Two hundred and eighty eight undergraduate students in
psychology classes at Florida Atlantic University participated in this
experiment, for which they received class credit.

£Stt-a1, The stimuli presented during the first phase of the
experiment were strings of four letters, half of which were words and
half of which were nonwords. Sixteen of the consonants composing
these strings were designated as target letters; frequency estimates
obtained for these consonants during Phase 2 of the experiment
provided the data of primary interest for the experiment.

Eight different stimulus lists were constructed. For each list,
eight of the target consonants appeared only in words and the other
eight appeared only in nonwords. Each set of eight target consonants
was further subdivided into four sets of two letters. The average
background frequencies of usage (Mayzner & Tresselt, 1965) were
similar for the four letter pairs. Each pair of letters was assigned
to one of four frequency levels (4, 8, 16, and 32). For example, the
letter "P" occurred 16 times by virtue of appearing in 16 different
words. The letter "V" also occurred in 16 different words, sometimes
in the same word as "P" and sometimes in words with other consonants.
Strings containing a target consonant appeared only once in a list.
No string contained more than two target consonants, and the same
target consonant did not appear more than once in a string.
Repetition of a target consonant occurred only after a minimum of two
intervening strings that did not include the target. Matching lists
were generated by switching the eight target consonants assigned to
the words and the eight target consonants assigned to the nonwords
(new words and nonwords were generated). The frequency levels to
which the target consonants were assigned were also changed in
switching the target consonsants between words and nonwords.

Additional lists were generated by varying the nature of the
nonwords; half were orthographically regular and pronounceable, half
were orthographically irregular and unpronounceable. Finally, half
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the lists woe printed entirely in upper-case, and half we.e printed
in alternating-case (the format for each string was either
lower-upper-lower-upper or upper-lower-upper-lower, evenly divided
between words and nonwords). As a result of counterbalancing three
factors (the consonants assigned to words or nonwords, the type of
nonwords, the type of case-format), eight different lists were
generated. Thirty six subjects worked with each list, twelve for each
of the three orienting tasks. Subjects were randomly assigned to
forward and reverse versions of each list, with the words and nonwords
randomly ordered within each list.

Each stimulus list was preceded by the same 40 practice strings
(20 words and 20 nonwords in random order). None of the practice
strings included ay of the 16 target consonants. Your stimulus lists
contained 160 randomly ordered strings, eight of which were filler
strings which did not include any target letters. The fillers were
used to maintain a minimum of two intervening strings between
occurrences of a target letter. Four stimulus lists had more fillers,
bringing their length to 200 items.

Dmim. The experiments were conducted in three phases:
acquisition, frequency estimation, and string recall. There were
three Phase 1, acquisition conditions; the second and third phases of
the experiment were identical for all the subjects. The 96 subjects
assigned to the Lexical Decision condition during Phase 1 were
required to determine whether each string was a word or a nonword.
The 96 subjects assigned to the Letter Detection condition during
Phase 1 were required to determine whether or not the letters "U"
and/or "I" were present in each string. The 96 subjects assigned to
the Intentional condition during Phase I were told to try and remember
how often each letter appeared in the list. Subjects in the Lexical
Decision and Letter Detection conditions were given no indication that
there would subsequently be any sort of memory test.
Post-experimental interviews confirmed that the memory tests of Phases
2 and 3 were unexpected.

All 26 alphabet letters were presented during the Phase 2
frequency estimation test. Subjects received one of four different
random orders of the letters. All the subjects then participated in
the free recall test of Phase 3.

Pm.geaz... The stimuli were displayed on an Electrohome black
and white monitor that was controlled by a Data General Eclipse
computer. Each string was presented inside a small rectangular box
that always remained on the screen. The box intercepted a visual
angle of 0.7 dog vertically and 2.8 dog horizontally. The exposure
duration for each string was one sec. The interstimulus interval was
alao one sea, except for the occasional trials on which subjects
required more than one sac to respond. Then, a one sec delay was
introduced between the subject's response and the presentation of the
next stimulus. Subjects were instructed to press either the button
marked "yes" (for strings that were words in the Lexical Decision
condition; for strings containing a "U" and/or "I" in the Letter
Detection condition) or the button marked "no" (for strings that were
nonwords in the Lexical Decision condition; for strings not containing
a "U" and/or "I" in the Letter Detection condition). In the Lexical
Decision condition, half the strings in both stimulus lists required
yes" responses. In the Letter Detection condition, 52% of the
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strings in four of the stimulus lists and 48% of the strings in the
other four stimulus lists required "yes" responses. Half the subjects
pressed the "yes" button with a finger of their preferred hand; the
other half pressed the "no" button with a finger of their preferred
hand. Subjects in these conditions were instructed to respond as
quickly as possible, but to keep their errors to a minimum (incorrect
responses were signalled by a brief flash of the rectangular box on
the screen). There was no overt response required of subjects in the
Intentional condition.

During Phase 2, subjects were asked to estimate how often each
letter in the alphabet appeared in the preceding list. Subjects
presented with one of the four "long" stimulus lists during Phase 1
were instructed to choose a number between 1 and 130 (the most
frequent letter, "A", appeared 128 times). Subjects presented with
one of the four "short" stimulus list during Phase I were instructed
to choose a number between 1 and 90 (the most frequent letter, A",
appeared 88 times in this list). The to-be-judged letters appeared
one at a time on the Electrohome monitor. Presented alongside the
test letter was a number representing the midpoint of the frequency
range (85 for the "long" lists, 44 for the "short" lists). Subjects
wore required to adjust this number upward or downward, using the same
buttons as in the Lexical and Letter Detection tasks, in order to
estimate the frequency of occurrence for the letter. For subjects
presented strings with only upper-case letters during Phase 1, the
upper-case version of each letter was presented for estimation during
Phase 2. For subjects presented strings with alternating upper-case
and lower-case letters during Phase 1, upper-case and lower-case
versions of each letter were presented alongside each other for
estimation during Phase 2. There was no limit on the time subjects
could take for each estimate.

During Phase 3, subjects were provided a blank sheet of paper and
given 10 mnn to recall as many strings as possible from the stimulus
list presented during the first phase of the experiment.

Results

The results of the experiment are summarized in Table 1. Since
there were no differences among the lists with orthorgartlc and
nonorthographic nonwords, the data reported in Table 1 combine the
results of those two conditions. As can be seen in the table,
estimation accuracy was similar in the Intentional and Lexical
Decision conditions, and both were better than estimation accuracy
obtained in the Letter Detection condition. The most interesting
results were obtained after we "partialled out" the frequency with
which the target letters whose frequency was being estimated appeared
in subjects' correct-recall protocols. These partial correlation
coefficients measured the extent to which actual letter frequency was
Judged on the basis of letter-level memory units, independent of the
contribution of global-level memory units to frequency estimation. We
found that partialling-out recall-frequency reduced the size of the
correlations in all conditions. This indicated that global-level
memory units contributed to the Judgment of the frequency of
occurrence for the letters in the words and nonwords. However, the
most substantial effects of the partial-correlation procedure were
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obtained for the alternating-case words in the Lexical Decision
condition. Correlations in this condition were reduced to the point
where they were lower than the correlations obtained in the Letter
Search condition, the reverse of what was obtained prior to
partialling-out the contribution of global-level memory units to
subjects' frequency judgments. This reversal provided evidence for
suppression of letter-level coding in the Lexical Decision condition.

We concluded, therefore, that case-alternation reduced the
likelihood of lexical activation being based on direct visual access,
increasing the contribution of global-level codes (probably
phonological) to the estimation of frequency accuracy, but suppressing
the formation of letter-level memory codes. As expected of an effect
that was based on lexical activation, the suppression of element-level
coding was most evident for words (not nonwords) in a task (Lexical
Decision) requiring lexical activation.

Table 1

Pearson product-moment correlations between actual and estimated
letter frequency.

Actual with Mean of Actual dean of Actual
Mean-Estimated with Estimated with Estimated
Frequency Frequency for Frequency with

Individual Recall-Frequencr
Subjects Partlalled-Out

Phase 1
Orienting Non- Non- Non-
Task Words words Words words Words words-

Intentional
Same-Case 0.81 0.79 0.51 0.56 0.42 0.55
Alternating-case 0.73 0.64 0.47 0.37 0.35 0.32

Mean 0.77 0.72 0.49 0.47 0.39 0.44

Lexical Decision
Same-Case 0.75 0.79 0.49 0.48 0.32 0.39
Alternating-Case 0.77 0.62 0.45 0.41 0.17 0.34

Mean 0.76 0.71 0.47 0.45 0.25 0.37

Letter Search
Same-Case 0.61 0.34 0.41 0.34 0.32 0.19
Alternating-Case 0.68 0.36 0.39 0.31 0.36 0.27

Mean 0.65 0.35 0.40 0.33 0.34 0.23
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SECTION 2G

The Encoding of Spatial Relations

Karen Rose and Lynn Hasher

Our research effort has been aimed at the question of whether some
aspects of spatial information, such as spatial relations (e.g., above/
below, along side of) are encoded into memory. Our general strategy has
been to compare memory for relational information across a variety of
tasks such as, frequency judgment, recognition, and priming tasks.
Throughout our work, we found evidence of good memory for the relations
that objects occupied with respect to one another. Further, the ability
to encode spatial relations is not influenced by task variables such as
exposure duration, and cover task. Overall, these findings are important
for at least four reasons: (1) they are the first to systematically
demonstrate that this aspect of spatial information is stored in memory;
(2) they lead to the suggestion that spatial relations play a role in the
encoding of locational information; (3) they show that relational
information is stored in memory under incidental (or unintentional)
conditions; (4) they support other work in our lab in suggesting a view
of space that is different from the Cartesian view of absolute space.

Here follows a brief description of the research which led to our

conclusions.

A. Frequency Judgments and Spatial Relations

1. The frequency Judgment task was based upon the insight that
peoples' enormous sensitivity to frequency of occurrence information
could be used to determine whether or not a particular unit or element in
the physical world is encoded into memory.

In our first study, we devised a set of 9 context or background
scenes, each containing a relatively large item (e.g., a tv, a crib, a
picnic table). Subjects saw a series of these 9 background scenes in
each of which was placed a single, unique object. The object could occur
in one of several relationships to the context item (including e.g.,
above, below, along side, infront, behind, inside). Across arrays, the
frequency with which a relationship occurred varied (1, 2, and 4). So
for example, a subject may have seen one item above the tv, two items
above the crib, and four above the car. Across the slide series, the
total number of occurrences of each contest was identical; what varied
was the number of times a relationship occurred. Frequency, relationship
and scene were all counterbalanced across subjects.

Subjects were given one of three sets of instructions; relation,
object or incidental. Those given relation instructions were told that
we were interested in peoples' memory for spatial relationships in
scenes. They were then given several examples of the spatial
relationships we were talking about (the particular examples that were
used were matched to those relationships a subject would see). Those in
the object condition were told that we were interested In peoples' memory
for objects in scenes. And those in the incidental condition were told
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that they were going to participate in a rating task. Notice that the
nature of the test was never mentioned. Immediately after presentation,
a forced-choice frequency discrimination test was given; subjects were
shown a series of pairs of scenes and were asked to tell in which of the
tw) a particular relation (e.g. above) had been more frequently
dep 'ted.

The ability to discriminate the frequency of relationships was
reliably above chance for all of the relationships considered (see Table
1). In only one case ws there an effect of instruction. For the
relationship behind, subjects in the incidental condition were reliably
better in judging frequency fo occurrence, than subjects in the relation
condition. Performance for the object instructed group equaled both the
relation and incidental conditions. This evidence suggests that
relational information is encoded as an incidental byproduct of studying
(at least simple) arrays.

2. The first experiment placed a large number of unique items
against a small number of backgrounds. In our second attempt to assess
subjects' knowledge of relations, a small number of paired objects was
used. Each pair occurred in four relations, above/below, side by side,
and diagonal to (there were equal numbers of objects placed diagonally
right and diagonally left). Further, each pair occurred in each
relationship 1, 3 or 6 times. So for example, a subject might see a
picture pair (e.g., a bus and a church), one time in an abovelbelow
relationship, 3 times in a side by side relationship, and 6 times in a
diagonal relationship. Frequency, relationship and pair were all
counterbalanced across subjects.

We also varied instructions. One group was told to note the
relationship depicted in each pair, but was told nothing about the nature
of an upcoming test. A second group was told to note the relationship
and was also given full test information. A third group was told only
that they would be asked questions about what they had seen. After
presentation, all three groups of subjects were asked to estimate how
often each pair occurred in each relationship (e.g., how often did bus-
church occur in an above/below, side by side or diagonal relationship).
Consistent with our prior work, subjects were able to discriminate
differences in the frequency with which objects appeared in each
relationship. The mean judged frequency for all three relationships
increased with actual frequency (see Table 2).

B. Recognition and Spatial Relations

A same/different recognition task was also used to assess memory for
relational information. Here, subjects saw simple arrays of two small

boxes on a CRT. We explored two issues: (1) sensitivity to three
different aspects of spatial information, in particular to exact
(Cartesian) location on the screen, to the distance between the boxes,
and to spatial relations between the boxes; and (2) the effects of
exposure duration (125,250, 500, 1000, or 2000 msec) on performance.
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In the experiment, subjects saw an array composed of two small
squares set in one of four relationships; above below ( : ); along side
of (.); diagonal to the left (*,) and diagonal to the right (.9). In
addition, each pair could be seen at one of two distances apart, 1 inch
and 2 1/4 inches, labeled near and far for convenience.

Subjects received a series of presentation/test trials each of which
occurred in the following sequence. First a target pair was presented,
followed by a pattern mask, followed immediately by either a foil or the
original stimulus. Subjects were required to indicate whether the test
item was the same or different for the target item.

To assess spatial knowledge, subjects were given a same/different
recognition test for each array immediately after it went off the screen.
Across the entire testing series, nine test pairs, eight foils and the
target, were constructed for each of the target items. The foils were
selected to depict one of three categories of change in spatial
information: 1) location changes; 2) proximity changes; 3) relation
changes and; 4) the original item itself. Foils that tested for
sensitivity to location maintained the distance between squares as well
as the original relationship but the array shifted along the x axis
(right or left) or along the y axis (up or down). Foils that tested for
sensitivity to proximity changes maintained the original relationship but
varied the distance between boxes by moving them farther apart
(expansion) or closer together (contraction). Foils that tested for
sensitivity to relation maintained the distance between boxes but changed
their relationship to each other to one of the other three experimental
relations. Note that in changing a relation, the exact location of both
boxes changed, as they did for proximity and location changes.

The pattern of recognition performance was Identical at all exposure
durations. For all target types, changes in relationship were detected
well above chance and better than either changes in exact location or
changes in proximity (see Table 3). Further, proximity changes showed an
unusual pattern depending on whether the target items had initially been
relatively close together or far apart; subjects were enormously
sensitive to contraction movements for near pairs and they were more
sensitive to expansion movements for far pairs. In subsequent work, we
found that the pattern of performance does not change if the time between
target and test item is lengthened (simply by extending exposure of the
pattern mask). Nor does It change if a fixation point is provided at the
outset of each trial.

3. Priming and Spatial Relations

In our final experiment, subjects studied a series of two-object
scenes that were arranged in one of our relationships (above/below, side
by side, diagonal to and front/behind) (see Appendix 1). They were
instructed to study each object pair carefully, because after
presentation, memory for object information would be tested. After
presentation of the study sequence, subjects were given a recognition
test which was made up of the original scenes (whole scenes), part of the
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original scene (one subject), parts of new scenes (one object), or new
scenes comprised of two new objects (whole scenes). The subject's task
was to decide whether the object or objects had appeared in the study
list. Response and latency to respond were recorded.

Two aspects of the test procedure varied. The first was whether the
target was in the same or a different relationship as that Shown at
study. Targets appeared in the same relationship as that shown at
presentation, or in one of the three other experimental relationships.
Note however, the exact location of all target items changed at test by
shifting the pair TT7e right or left. In this way, we hoped to look at
relational information, independent of exact location. The second aspect
that varied at test was whether the target item was primed or misprimed.
When the target was to be primed, a part of the scene (one subject)
directly preceded the target. When the target was misprimed, an item
that was presented during presentation, but was part of some other filler
scene preceded the target. Along with never-presented items, in which
part of an actually presented scene was followed by a pair which had
never been presented, there was a total of five trial types: primed-
same relationship; primed-different relationship; misprimed-sane
relationship; misprimed-different relationship; and negative control
items.

For three of the four presentation relations, above/below, side by
side, diagonal to, relationship at test was a significant factor. In all
cases, reaction time was faster when the relationship was maintained for
presentation and test, in comparison tc when it changed. The
relationship at test factor was not significant for front/behind however,
In addition, for all four input relations, there was a main effect of
trial type. In all cases the pattern was the same; reaction time was
faste ron those trials in which a part of the scene directly preceded the
target, than on those in which an unrelated scene preceded the target.
In sun then, time to decide whether a target item had appeared int he
study list depended on whether the spatial relationship ahd been
maintained from presentation to test (even though subject shad only to
remember the object sin order to do the task), and on what item had
preceded the target.

Taken together, the results of our studies suggest that relational
information may well be an important aspect of what is encoded about
objects in an array.
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Table 1

Propgrtion Correct on Forced Choice Test of Knowledge
of Frequencv as a Function of Instructional Condition

Object Relat ion Incidental

Relationship at

Test

Above .62 .59 .65

Below .64 .64 .69

Side by Side .62 .65 .63

Infronta .67 .61 .66

Behinda .62 .60 .71*

Inside .70 .70 .71

a The relationships infront and behind are collapsed across variations
of each. That is, one object could be placed straight infront of
another, infront but diagonally left of another, or infront but
diagonally right of another. Similarly, one object could be placed
straight behind another, behind but diagonally left of another, or
behind but diagonally left of another. The significant effect of
instructions was actually produced for behind diagonally right.

* < .05
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Table 2

mean judaed Frequencl as a Function Of Actual Frequency

anMeaionShip cal lapsed Across _nstructi ons

Actual Frequency

RelationshiP 1 3 6

Side by Side 2.76 3.58 4.07

Above/Below 3.07 3.76 4.35

Diagonal To 2.69 3.26 3.74
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Table 3

Percent Error as a Function of Relationship, Foil Type, and
Initial Locaton Near or Far) Collapsed Across Presentation Rate

Location Proximity Relationships

Relationship* up/down left/right expt cont# SS AS OL DR

Near

SS .26 .42 .19 .11 -- .07 .13 .07

AB .32 .40 .30 .11 .09 -- .07 .07

OL .33 .36 .26 .11 .05 .06 -- .09

DR .32 .35 .23 .06 .07 .05 .13 --

MEAN .31 .38 .25 .10 .07 .06 .11 .08

Far

SS .25 .29 .25 .48 -- .03 .01 .04

AS .24 .24 .19 .41 .06 -- .03 .04

DL .24 .32 .14 .28 .01 .04 -- .07

DR .31 .41 .26 .21 .05 .04 .05 --

MEAN .26 .32 .21 .34 .04 .04 .03 .05

* SS - side by side
AS = above below
DL a diagonal left
DR - diagonal right

# exp - expansion
cont a contraction
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Table 4

Mean Latency to Respond and Proportion of Errors (in parentheses)
as a Function of Relationship at Presentation. Relationship at
Test, and Trial Type

Relationship at SR* DR
Presentation Primed Trials

ABOVE/BELOW 1274.49 1300.04
(.10) (.11)

SIDE BY SIDE 1289.81 1333.39
(.02) (.07)

DIAGONAL TO 1278.57 1313.78
(.09) (.08)

FRONT/BEHIND 1268.88 1293.18
(.13) (.08)

Misprimed Trials

ABOVE/BELOW 1347.00 1394.66
(.05) (.13)

SIDE BY SIDE 1371.57 1450.50
(.07) (.13)

DIAGONAL TO 1345.45 1402.48
(.06) (.06)

FRONT/BEHIND 1361.29 1366.71
(.10) (.06)

Negative Trials

ABOVE/BELOW 1716.00
(.06)

DIAGONAL TO 1774.71
(.08)

FRONT/BEH INO 1811.31
(.06)

* SR a SAME RELATIONSHIP
DR a DIFFERENT RELATIONSHIP

Note: Proportion of errors reflect Incorrect responses only. This
includes responding "no" in the case of a primed or misprimed
trial and "yes" in the case of a negative trials.
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Appendix

Sample Stimulus Materials. From left to right:

Presentation Pair (Column 1); Primes (Columa 2 and 3);

and Test Pair (Column 4). Note: exact location

*changed in all oases.

Presentation Pair: ABOVE/BELOW

i ; i

FM

-=;"__ _ _ ..... of l

n 4k .2-4f %

•~ I|
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Presentation Pair: SIDE BY SIDE

0ai

A.
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Presentation ?'air: DIAGONAL TO 9

~t pOr ______1oul
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Presentation Pair: FRONT/BEHIND
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SECTION 2H

The Effect of Pattern Structure on Frequency Judgments

Howard S. Hock, Alexandra Bates, and Linda Field

Patterns with simple, symmetrical structures are easier to
identify (Clements 1964) and reproduce (Bell & Handel, 1976) than
patterns with more complex, asymmetrical stuctures. In this
experiment we examined whether similar differences would be observed
when subjects Judged the frequency of occurrence of simple and complex
patterns, and the extent to which the effect would depend on subjects'
orienting task and the location of the patterns within a surrounding
frame.

Method

Sixteen different patterns, each composed of five circles (within
an imaginary 3 x 3 matrix), were presented within a 4x4 frame with 16
possible locations for the circles. These were the same patterns used
in the Hock, Smith, Escoffery, and Bates (Section 2C) study.
Half the patterns were relatively simple, the simplicity resulting

from the symmetry of the patterns (in terms of Garner & Clement's
(1964) analysis, these patterns belonged to an equivalence class of
size 4]. Half the patterns were relatively complex; they lacked
symmetry (in terms of Garner & Clement's (1964) analysis, these
patterns belonged to an equivalence class of size 8].

For each subject, eight patterns (4 simple; 4 complex) were
presented four times, and eight patterns (4 simple; 4 complex) were
presented eight times. Each subject therefore saw a random sequence
of 96 patterns. Eight of the patterns (half simple, half complex;
half presented eight times, half presented four times) were always
presented in one of the four quadrants of the 4x4 frame; eight of the
patterns (half simple, half complex; half presented eight times, half
presented four times) were equally distributed among the four
quadrants of the frame.

Subjects participated in one of two tasks during the initial
presentation of the patterns. One group searched for the presence of
a dot within one of the circles, the other was told to try to remember
the patterns. This was followed by a frequency estimation test during
which patterns were presented without the surrounding frame.

Results

As can be seen in Table 1, subjects did a better Job of
discriminating between the low and high frequency patterns in the
Pattern Memory compared with the Dot Detection condition. Whether or
not the patterns appeared in the same or different quadrants did not
affect frequency estimation. Although subjects discriminated between
high and low frequency "simple" patterns to a greater extent than they
discriminated between high and low frequency "complex" patterns, the
interaction between frequency level and complexity fell short of
statistical significance at the .05 level.
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Table 1
Mean estimates for frequency of occurrence of patterns

varying in complexity.

SIMPLE PATTERNS COMPLEX PATTERNS

Same Different Same Different
Quadrant Quadrant Quadrant Quadrant

Low High Low High Low High Low High
Freq Freq Freq Freq Freq Freq Freq Freq
(4) (8) (4) (8) (4) (8) (4) (8)

PATTERN
MEMORY 5.0 6.8 5.0 6.2 5.0 5.7 4.4 5.4

DOT
DETECTION 4.2 4.7 4.5 5.0 5.3 5.5 5.5 5.9
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SECTION 3A

A Word Superiority Effect With Non-orthographic Acronyms:
Testing for Unitized Visual Codes

Helga Noice and Howard S. Hock

Abstract

Letters in briefly presented, masked letter-strings were detected more
accurately when the strings were three-consonant acronyms than when they
were nonwords. In the absence of orthographic regularity, this word
superiority effect (WSE) could not have depended on visual units
corresponding to familiar bigrams. However, evidence that the WSE was
obtained only for letters in the third position indicated that it did not
depend on the formation of whole-word visual units. It was argued
instead that the WSE for acronyms depended on the post-lexical activation
of sequential, associatively connected, single-letter phonological codes.
Finally, the results of case-alternation, size-alternation, and mixed
type-font experiments were interpreted in conjunction with the view that
lexical access is based on both lower-case and upper-case letter
recognition units for words, and only upper-case letter recognition units
for acronyms.
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In Reicher's (1969) tachistoscopic recognition paradigm, the brief
presentation of a test string (e.g., WORK) is preceded and followed by
masking characters that interfere with the processing of the string.
Subjects are then provided with two response alternatives (e.g., WORK-
WORD). Their choice between the alternatives, which in the above example
would indicate whether they detected the presence of a "KO in the last
letter of "WORK,' is better for strings which are words than strings
which are nonwords. This result, which has been termed the word
superiority effect (WSE), indicates that tachistoscopic letter-detection
is facilitated by the activation of lexical entries for the test word.

Carr and Pollatsek (1985) have recently proposed that the WSE
results 4rom the formation of nonvisual, whole-word unitizing codes that
*protect" the information in the briefly presented word from the effects
of masking and memory loss. Evidence consistent with this hypothesis has
been reported by Hawkins, Reicher, Rogers, and Peterson (1976), who
showed that letter-detection was significantly better than chance for
standard response alternatives (e.g., WORD-WORK), but was at chance level
for phonologically identical response alternatives (e.g., SITE-CITE).
Another possibility is that the WSE could result from the formation of
unitized, whole-word codes that are visual rather than phonological.
Experiments in which consecutive letters in a test string are presented
in different cases (e.g., wOrK) are consistent with the hypothesis that
higher-order visual codes could mediate the WSE. Pollatsek, Well, and
Schindler (1975) found that case-alternation increased the time required
for subjects to detect letter differences between pairs of words, but
not between pairs of orthographically irregular nonwords. Although
these results showed that case-alternation can affect lexical activation
by rendering words visually unfamiliar, McClelland (1976) found that the
advantage of words compared to orthographically regular pseudowords was
not affected by case-alternation. This indicated that if visual
unitization was responsible for the WSE, the units were smaller than the
whole word. It is possible, however, that whole-word visual unitization
was not observed in McClelland's study because lexical activation based
on whole-word visual codes was less efficient than lexical activation
based on phonological codes (formed by the application of spelling-to-
sound translation rules to the orthographically regular words).

The purpose of the experiment reported in this paper was to
determine whether a WSE could be obtained for the rapid, masked
presentation of three-consonant acronys (e.g., NBC). The use of these
acronyms provided a strong test of the "visual unitization hypothesis"
for two reasons. First, their shortness and the consistency with which
they have been experienced in purely upper-case format increased the
likelihood of the acronyms being recognized (i.e., their lexical entries
activated) on the basis of whole-word visual units. Second, the absence
of vowels made it impossible for lexical activation to depend on
whole-unit phonological codes formed via spelling-to-sound translation
rules. If evidence for the existence of whole-word visual codes cannot
be obtained for these stimuli, it is unlikely that such evidence would be
obtainable for orthographically regular words. The latter are usually
longer than acronyms, the likelihood of recognizing them on the basis of
whole-urit visual codes is decreased because they are experienced in
different case formats (sometimes all upper-case, sometimes all
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lower-case, sometimes with the first letter upper-case and the remaining
letters lower-case), and they lend themselves to the formation of
unitized phonological codes via spelling-to-sound translation rules. If
lexical access depends on the relative efficiency of parallel
phonological and visual processes (see Carr & Pollatsek, 1985, for a
review of parallel coding systems models), there may be too many factors
favoring the phonological channel for orthographically regular words.

Previous experiments have provided evidence for a WSE with acronyns
(Egeth & Blecker, 1971; Henderson, 1974), but the effect has been
unreliable (Carr, Posner, Pollatsek, & Snyder, 1979), subject to response
bias (Henderson & Chard, 1976; Seymour & Jack, 1978), and dependent on
whether the acronyms are presented to the left of right visual field
(Besner, Davelaar Alcott, & Parry, 1984). None of these experiments
used the Reicher 11969) paradigm, and most of their items were at least
partially orthographically regular (e.g., US in USA). We eliminated
vowel-based orthographic combinations in our experiment in order to
reduce the likelihood of partial spelling-to-sound translations, and
because the presence of visually familiar bigrams might reduce the
likelihood of subjects activating lexical entries for the acronyms on the
basis of whole-word visual units. The inconsistency of the WSE for
previous studies using acronyms might have been due to subjects forming
intermediate-level visual codes corresponding to orthographically
familiar letter combinations within the acronyms (Glushko, 1979). The
WSE would not be reliably obtained if lexical entries for the acronyms
cannot be activated through these intermediate-level codes.

If we found superior letter-detection performance for the acronyms
compared with three-consonant control strings, it would indicate that the
WSE can be obtained in the absence of any orthographic regularity.
Further evidence that the size of the WSE could be reduced by rendering
the acronyms visually unfamiliar (via case-alternation) would be
consistent with the hypothesis that the WSE for acronyms depends on
lexical activation via whole-word visual codes. However, the critical
test for the whole-word, visual unitization hypothesis would be to obtain
the WSE, and the effects of case-alternation on the WSE, regardless of
whether letter-detection is tested in the first or third position of the
acronyms.

Method

Subjects

The subjects were 36 Florida Atlantic University psychology students
who participated in the experiment as one alternative to fulfilling a
course requirement. Each subject spoke English fluently and had normal
or corrected-to-normal vision.

Stimuli

The 10 acronyms used in this experiment were all composed of three
consonants (see Table 1). A preliminary study indicated that
subjects recognized each of them (they were the 10 most familiar among a
set of 30 three-consonant acronyms that were examined).
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Insert Table 1 and 2 About Here

The first step in constructing the nonword, control strings was to
group the acronyms into pairs. For each pair, the first two letters of
one acronym were combined with the third letter of the other acronym, or
the last two letters of one acronym were combined with the first letter
of the other acronym. Thus, pairing NBC with LSD yielded NBD and LBC as
the nonword-controls for NBC, and NSD and LSC as the nonword-controls for
LSD. The 10 acronyms were paired-off in this manner to generate 20 A-

nonword-controls (see Table 2). Using the same procedure, four more
all-consonant acronyms (GNP, FTC, KGB, and CPR) were used to generate
eight nonword-controls for the practice list. For one group of subjects,
all the letters were presented in upper-case. For a second group of
subjects, all the strings were presented in alternating-case format
(lower-upper-lower).

Design

The probe letter for each trial appeared equally often in the first
and third positions. Half of the trials for each position were "yes"
trials and half were no" trials. Each acronym was tested in both the
first and third positions. For NBC, the probe letter for the first
position was N for "yes" trials and L for "no" trials; for the third
position, the probe letter was C for "yes" trials and D for "no" trials.
Each nonword-control string was tested in either the first or third
positions, but not both. As can be seen in Table 2, when the probe
letter for testing a nonword-control string did not correspond with the
letter being tested (a Ono" trial), the probe letter in combination with
the other two letters in the string formed one of the acronyms from which
the nonword-control was generated (e.g., the third-position "no" probe
for NBD was C, which in combination with NB formed NBC). This feature of
the design was the basis for testing familiarity-bias in subjects'
responses (further discussion of this test is presented in the Results
section).

As can be seen in Table 2, there were two different nonword-control
strings for each acronym, but the total number of trials was the same for
the acronyms (each was tested in two positions) and the nonword-controls
(each was tested in only one position). Since each position was tested
twice, once with a "yes" probe and once with a "now probe, each of the 10
acronyms was tested four times and each of the 20 nonword-controls was
tested twice, producing a total of 80 stimuli. Three random orders of
these stimuli produced three blocks of 80 trials. Each subject worked on
one of three orders (Latin square) of the three blocks. These 240
experimental trials were preceded by up to 96 practice stimuli, these
constituting three blocks of 32 trials formed from the four practice
acronyms and their eight nonword-controls.

Procedure

Testing took place in a semi-darkened, partially sound-proof room.
An Apple lie microcomputer was used to present the stimuli and record
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subjects' responses. A shield placed on the computer keyboard exposed
two response keys (labelled "yes" and "no") and the "return" key.
Each three-letter string was 0.5 cm in height and 1.2 cm in width. When
viewed from a distance of 1.3 m, each string subtended a visual angle of
0.2 deg vertically and 0.5 deg horizontally.

At the beginning of the experimental session, the experimenter told
the subjects that they would be seeing three-letter strings, some of
which would be meaningful and some of which would be meaningless. They
were also told that a single letter would be presented imediately after
each string, and that they were to decide whether or not the letter had
appeared in the string in the same position as the test letter. The
sequence of each trial was as follows: a fixation point in the center of
the screen was replaced by three ampersands (&&&), which were presented
for 850 msec. The ampersands, in turn, were replaced by a three-letter
string. After the string was presented (see below for the duration), the
three ampersands replaced the string, along with a single probe letter
beneath either the first or third position of the string. This display
remained on the screen until the subject responded.

The experiment began with the presentation of up to 96 practice
stimuli. Subjects responded by pressing one of two keys (feedback was
provided by a "beep" after an incorrect response). The practice trials
involved a psychophysical staircase procedure, the purpose of which
was to select an exposure duration for each subject that would result in
his/her detection accuracy reaching an asymptote of approximately 70%
correct. The staircase procedure resulted in the selection of an
exposure duration for each subject that was used for all 240 experimental
trials. The mean exposure duration was 88 msec for strings presented
entirely in upper-case and 98 msec for strings presented in
alternating-case. The difference between the two conditions was not
significant, [t(34) < 1.0].

Insert Table 3 About Here

Results

Mean percentage errors and d' scores for the experimental trials are
presented in Table 3. In the analyses of variance that follow, Fs refers
to tests against error terms based on subject variability and Fi refer to
tests against error terms based on item variability.

A WSE was obtained, but only when letter-detection was tested in the
third position of the three-letter strings. The results based on
percentage errors indicated that there was a significant interaction
between stimulus-type and position (Fs(1,34) a 30.01, £ < .001, MSe -
11.82; Fi(1,9) - 46.89, < .001, MSe - 15.43]. Similar results were
obtained when the analysis was based on d' scores [Fs (1,34) - 20.04, p <
.001, MSe a .41; FI(1,9) a 44.85, p < .001, MS, - .12]. Tests of simple
effects (on percentage errors) indfcated that the acronym/nonword
difference (i.e., the WSE) was significant for the detection of letters
in Position 3 [Fs(1,34) a 27.56, < ( .001, MSe a 13.33; Fi(1,9) - 42.55,
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e< .001, Me 15 54] but was not significant for the detection of
etiers in Position 1 [Fs(1,34) < 1.0; Fi(1,9) < 1.0].

Case-alternation reduced the size of the WSE by a factor of two, the
reduction being particularly evident when letter-detection was tested in
the third position. However, the effect of case-alternation on the SE
was only marginally reliable. The interaction between stimulus-type and
case-type on percentage errors was significant when tested against
subject variability [Fs(1,34) - 5.46, y < .05, MSe a 29.66J, but fell
just short of significance hen tested-against item variability [Fi(1,9)
64.27, p > .05, MSe a 34.13]. When the analysis of variance was based
on d' scores, the interaction fell just short of significance when
"items" was the random factor (Fi(1,9) a 4.56, p > .05, MSe - .44], and
was not significant when "subjects" was the random factor [Fs(1,34) *

2.69, y > 05, MSe a .34). The marginal reliability of the case-
alternation effect on the WSE could have been the result of case-
alternation having its strongest effects when letter-detection was tested
for the first position, but the WSE was obtfined only when letter-
detection was tested in the third position.

Insert Table 4 About Here

The consistency of the WSE in Position 3 is highlighted by the d'
data in Table 4; a positive WSE was obtained for each of the 10 acronyms.
However, three of the items, FOR, NFL, and FPL, might be construed as
having some residual orthographic regularity; the last two letters of
each are orthographically regular bigrams. Their bigram regularity
notwithstanding, we considered their occurrence Irregular because DR, FL,
and PL never appear in the final positions of words. However, to give
our hypothesis the strongest possible test, we performed an additional
analysis without these three items (and their associated nonword-
controls). Although there was an over-all reduction in accuracy, the
pattern of results and the outcome of statistical analyses remained the
same.

The final analysis tested for famillarity-bias. Henderson and Chard
(1976) and Seymour and Jack (1979) found that subjects were biased to
make Osame" as opposed to different" responses when the strings they
were comparing were familliar acronyms compared with unfamiliar control
strings. Carr, Posner, Pollatsek, and Snyder (1979) obtained a similar
familiarity-bias for orthographically regular words. For this reason, we
tested for whether subjects were biased to respond "yes" when the probe
letter combined with the previously detected information in the string to
form a familiar acronym. Such a bias could have resulted in letter-
detection being more accurate for the acronyms than the control strings.

Our procedure for determining whether the #SE was due to
familiarity-bias was based on detection performance for the nonwords.
Consider the string LBC. The probe letter for testing detection of the
first letter in this string was either L or N. The latter, combined with
detected information specifying that there was a B and C in the second
and third positions of the string, could produce the familiar string,
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NBC. A higher rate of false alarms ("yes* responses to N) than misses
("nom responses to L) would indicate that subjects were biased to respond
"yes" when the probe letter completed a familiar acronym. However, this

conclusion could be reached only in the absence of a general bias to make
more "yes" than OnoO responses. In testing our nonword data for
familiarity-bias, we found that the false alarm rate was equal to or
lower than the miss rate at both probe positions and for both case-types.
In addition, there was no indication of a general bias toward *yeso
responses (only 48.9% of the responses were "yes"). It was unlikely,
theefore, that the WSE we obtained was the result of familiarity-bias.

Discussion

The experimental results indicated that a WSE could be obtained with
three-consonant acronyms. The absence of vowels for these stimuli made
it impossible for the WSE to have depended on whole-unit phonological
codes formed on the basis of spelling-to-sound translation rules.
Furthermore, since the WSE did not require the presence of
orthographically regular spelling combinations, it could be concluded
that if it depended on visual unitization, the units formed could not
have corresponded to intermediate-level, orthographically familiar
bigrams (Glushko, 1979). Nonentheless, the data did not support the
hypothesis that the WSE for the acronyms was mediated by whole-word
visual units. The WSE was obtained only when letter-detection was tested
in the third position. If the WSE for the acronyms depended on the
formation of whole-word visual units, it would have been obtained for all
letter positions that were tested. Evidence that letter-position
affected detection accuracy for the nonwords (implying left-right
scanning), but not the acronyms, might be construed as supportive of the
hypothesis that whole-word visual units were formed for the acronyms.
However, case-alternation reduced the size of the WSE without introducing
the left-right scanning effects suggested by the nonword data. If the
WSE for the acron ms depended on the formation of whole-word visual
units, and case-alternation was interfering with the formation of such
units, then left-right scanning effects would also have been observed for
the case-alternated acronyms.

In the absence of evidence for the formation of whole-word visual
units, and the impossibility of forming intermediate-level visual units,
we concluded that the WSE obtained for the acronyms was mediated by the
post-lexical activation of higher-order phonological units. The units
proposed would not be formed as a result of spelling-to-sound translation
rules; the acronyms lacked the vowels necessary for the application of
such rules. Instead, they would involve the names for each letter in the
acronym, with phonological unitization resulting from the activation of
sequential, associatively connected, single-letter phonological codes
stored in the lexical representation for the acronym.

One of the reasons Carr and Pollatsek (1985) proposed their
unitization hypothesis was the need to protect the coded information in
the briefly displayed strings from memory loss until the post-stimulus
response alternatives could be evaluated. If sequential, associative
connections among letter names were serving this function, it would be
expected that the facilitative effects of familiarity would be observed
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for letters near or at the end of the string; these would be the letters
most susceptible to being forgotten in a left-right scan of single-
letter phonological codes. This was the case in the experiment reported
in this paper, as well as an unreported, replication experiment (see
again Footnote 1); a WSE was obtained for the acronyms, but only for the
detection of letters in the third position.

The effect of case-alternation in reducing the size of the WSE
indicated that access to the lexicon was visually mediated. However, the
absence of orthographic regularity and the failure to obtain the WSE in
both test positions indicated that lexical access was based on letter-
level visual units. But why does case-alternation reduce the WSE for
acronyms (also reported by Besner et al., 1984), and not for
orthographically regular words (McClelland, 1976)? As indicated earlier,
orthographically regular words are experienced in a variety of ways,
sometimes entirely lower-case, sometimes entirely upper-case, and
sometimes with the first letter upper-case and the remaining letters
lower-case. As a result, it is proposed that the lexical representations
for orthographically regular words include recognition units for both the
upper- and lower-case versions of their constituent letters. It would be
for this reason that case-alternation has no effect on the WSE for
orthographically regular words. Because acronyms are experienced
exclusively in upper-case, the lexical entries for acronyms would include
recognition units for only the upper-case versions of their constituent
letters. It would be because of the introduction of lower-case letters
that case-alternation reduces the WSE for acronyms (it may not eliminate
it because lexical activation could still occur via letter-level
phonological codes). Alternating the size of consecutive upper-case
letters would not affect the WSE for acronyms (Besner, et al., 1984) if
the attributes for recognizing the upper-case letters were specified
with sufficient abstraction for the recognition units to generalize to
letters of any size. A similar argument would account for the invariance
of the WSE when words are presented in mixed type-fonts (Adams, 1979).

In conclusion, the results of this experiment indicated that a WSE
could be obtained in the absence of orthographic regularity. However,
there was no support for the hypothesis that the WSE for acronyms was
mediated by whole-word visual codes. As argued earlier, if evidence for
whole-word visual unitization could not be obtained for three-consonant
acronyms, it is unlikely that such evidence would be obtainable for
orthographically regular words. Our evidence against the formation of
whole-word visual units is therefore at odds with one of the fundamental
assumptions underlying the *sight" method of reading instruction (see
Crowder, 1982, for review). Instead, of visual unitization, our
experimental results were explained in terms of phonological unitization.
This was consistent with Carr and Pollatsek's (1985) assertion that
unitization in the WSE is typically phonological. In the case of
acronymus, phonological unitization appears to be based on the post-
lexical generation of sequential, associatively connected phonological
codes for individual letters, rather than the application of spelling-to-
sound translation rules to orthographically regular letter strings. The
lexical representations containing these associatively unitized
phonological codes seem to be accessed by letter-level visual units, but
they might also be accessible via letter-level phonological units.
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Footnotes

'The results reported in this experiment were replicated as one
part of another experiment. In this replication, which included two
more acronyms (BLT, VHF) and their associated nonword-controls, the WSE
was again obtained only when letter-detection was tested in the third

position. Analyses of variance on percentage errors replicated the
significant interaction between stimulus-type and position [Fs(1,34)
28.76, < .001, MSe - 33.0b; Fi(1,11) a 12.41, p < .05, MSe - 110.591.
Tests of simple effects indicated that the acronyi/nonword difference 0

in letter-detection accuracy was significant for Position 3 [Fs(1,34) -

45.33, p < .001, MSe - 37.32; Fi(1,11) - 19.83, p .01, MSe a 120.25),
but not for Position 1 (Fs(1,34) 2.34, p > .05, tSe 37.23; Fi(1,11)
- 1.10, a > .05, MSe a 120.25].

Case-alternation again reduced the size of the WSE, and the
reduction was again greater when letter-detection was tested in the
third position. However, in this experiment the effect of case-
alternation on the WSE was statistically reliable: the interaction
between stimulus-type and case-type on percentage errors was
significant [Fs(1,34) = 15.10, p < .001, ISe * 41.39; Fi(1,11) - 8.92,
p < .05., MSe - 100.26J.
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Table 1

Acronyms used for the experimental trials.

LSD Lysergic Acid Diethylamide

NBC National Broadcasting Company

LBJ Lyndon Baines Johnson

FDR Franklin Delano Roosevelt

JFK John Fitzgerald Kennedy

PBS Public Broadcasting System

CBS Columbia Broadcasting System

FPL Florida Power and Light

NFL National Football League

BsM Bavarian Motor Works
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Table 2

Items and probe letters for the expertiental trials.

TEST LETTER

ITEMS YES RESPONSE NO RESPONSE

Acronyms Nonwords Pos. 1 Pos. 3 Pos. I Pos. 3 .f

LSD L D N C
NSO N L
LSC C D

NBC N C L D
LBC L N
NBD D C

LBJ L J F R
FBJ F L
LBR R J

FOR F R L J
L0R L F
FDJ J R

JFK J K P S
PFK P J
JFS S K

PBS P S J K
JBS J P
PBK K S

CBS C S F L
FOS F C
CBL L S

FPL F L C S
CPL C F
FPS S L

NFL N L B w
8FL 8 N
NFW W L

BMW B W N L
NMW N 8
M 8IL L W
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Tabl e 3

Mean percentage error rates and d' scores.

Upper-Case Mixed-Case

Stimulus 1st 3rd 1st 3rd

Type Position Position Position Position I

PERCENTAGE ERRORS

Acronyms 8.1 10.4 16.7 13.6

Controls 10.2 24.1 14.9 21.2

Difference (WSE) 2.1 13.7 -1.8 7.6

Acronyms 2.91 2.82 2.25 2.51

Controls 2.84 1.60 2.30 1.81

Difference (WSE) .07 1.22 -.05 .70
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Table 4

The word superiority effect (WSE) for each acronm obtained
by calculating the difference in d' between each acronyn

and its nonword control strings.

Upper-Case Alternating-Case

1st 3rd 1st 3rd
Position Position Position Position

LSO 1.79 2.93 -0.98 0.07

NBC 0.52 1.53 -0.80 0.88

L8J 0.51 0.89 -0.31 0.85

FOR 0.00 2.24 0.87 1.32

JFK -0.23 1.29 0.94 0.94

PBS 0.32 1.60 1.61 0.74

CBS 0.44 1.98 -0.76 0.71

FPL 0.66 1.70 -0.67 2.05

NFL -0.03 1.34 0.70 0.53

84W 0.13 0.63 -1.22 0.08
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SECTION 3B

Perceptual Units in the Acquisition of Visual Categories
Howard S. Hock, Cheryl Tromley, and Lynn Polmann

Abstract

A series of experiments provided evidence that the representational
structure of categories comprising dot patterns is based on pattern-parts
and pattern-configuration rather than pattern-elements. We found that
similarity judgments and post-acquisition classification data could not
be explained in terms of element-level perceptual units, even for
categories of dot patterns with seven of their eight dots in the exact
sane relative location. The importance of higher-order perceptual units
was indicated by evidence that the long-term retention of information
specific to previously learned category exemplars, which is typical of
natural objects, can also be obtained for artificial dot patterns,
providing their structure reflects the perceptual characteristics
identified in Tversky and Hemenway's (1984) study of natural objects:
members of the same category had to be perceptually distinctive at the
level of pattern-configuration, and perceptually similar at the level of
pattern-parts. The level of within-category similarity for a set of
categories (relative to between-category similarity) did not predict
whether item-specific information would be retained; long-term retention
appears to require both within-category similarity and dissimilarity, but
at different levels of perceptual structure.

.. ... ... ..S mi l¢ i lm i ggl l illnf - -
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Contemporary research concerned with categorization has had two
major foci. The first, which can be traced to the research of Rosch and
her colleagues (Rosch & Mervis, 1975; Rosch, Mervis, Gray, Johnson, &
Boyes-Sraem, 1976), has been conceried with the attribute structure of
categories comprising natural, real-world objects. The second focus,
which received its impetus from the work of Posner and Keele (1968,
1970), has been concerned with the acquisition of categories comprising
initially unfamiliar, artificial stimuli (typically dot patterns).
Although there have been studies that have bridged these two approaches
(e.g., Rosch, Simpson, & Miller, 1976; Murphy & Smith, 1982), our
understanding of category structure for natural and artificial categories
has been divergent with respect to the long-term retention of information
specific to previously learned category exemplars, and with regard to
what is considered to be the appropriate level of perceptual analysis for
determining the representational structure of the categories.

Our everyday experience with natural objects is sufficient to
demonstrate that being able to categorize an object is compatible with
being able to distinguish it from other members of its category. For
example, being able to classify an object as a dog is compatible with
being able to identify particular, well-known dogs and being able to
determine that an object, though readily classifiable as a dog, has never
been seen before. In contrast, the retention of information specific to
individual category exemplars has not been evident in research involving
the acquisition of artificial categories. The typical experimental
result is that previously learned category exemplars enjoy an advantage
relative to novel category members when classification testing occurs
immediately after acquisition, but the advantage is reduced or eliminated
when classification testing is delayed for relatively long periods of time
(typically, one week). This pattern of classification data has been
observed for such diverse stimuli as dot patterns (e.g., Posner & Keele,
1970), random polygons (Homa, Sterling, & Trepel, 1981), photographs of
real-world scenes(Hock & Schmelzkopf, 1980), and painting style (Hartley &
Homa, 1981).

The research reported in this paper is based on the view that the
long-term retention of item-specific exemplar information depends on
perceptual relationships among the objects belonging to the categories.
Tversky and Hemenway's (1984) work with natural objects suggests that
critical perceptual relationships occur at the level of an objects'
constituent parts. They've argued that objects belonging to the same basic
level category can differ in overall shape or configuration, but their
category membership depends on shared attributes determined at the level of
the objects' parts. In contrast, researchers working with artificial
stimuli have generally argued that the category membership of a stimulus
-epends on its similarity to a central, prototypical representation (e.g.,
Posner & Keele, 1968). Implicit in this view, which has been formalized in
conjunction with a model proposed by Knapp and Anderson (1984), is the
assumption that the location of individual elements is the appropriate
level of analysis for artificial dot patterns. Knapp and Anderson (1984)
propose that categories are learned via the cumulative neuronal effect of
the sensory inputs associated with a particular response. When applied to
dot patterns, their model assumes that each dot produces neuronal activity
that is maximized at the perceived location of the dot and diminishes
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exponentially in surrounding locations. Patterns of dots are *represented
as spatially organized bumps of activity (p. 623)" that are added to the
neuronal activity produced by previous visual inputs associated with the
same response. Therefore, when the elements of successive patterns remain
in similar locations, well-defined peaks of neuronal activity emerge at
those locations, but when the relative spatial locations of the dots are
distorted in successive patterns, the neuronal activity associated with
each dot is maximized at a location between the various locations of the
dots. In this way, Knapp and Anderson (1984) account for the emergence of
prototypical information in memory without the assumption of separately
stored exemplars and prototypes. Although they acknowledge that pairwise A.
and higher-order relations among the elements of a dot pattern could
contribute to the pattern's memory representation, and their model, at
least on an abstract level, could accomodate higher-order units, its most
concrete application is for element-level units.

In the present study, we were concerned with whether the appropriate
unit of perceptual analysis for studying categorization is at the level of
individual elements, which has been implicit in most studies based on
artificial dot patterns, or at the level of parts, as indicated by studies
of natural object categories. Our initial objective was to demonstrate,
contrary to Knapp and Anderson's (1984) formalization, that perceptual
relations among dot patterns belonging to the same category are not
adequately represented at the level of individual elements. Our second
objective was to show that the long-term retention of information specific
to previously learned category exemplars, which is typical of natural
objects, can also be observed for artificial dot patterns. The necessary
condition for the latter would be that the categories encompassing the
artificial patterns be constructed to reflect the higher-order perceptual
units that are the basis for the categorization of natural objects. Based
on Tversky and Hemenway's (1984) description of natural object categories,
it was hypothesized that evidence for the long-term retention of
information specific to individual category exemplars would be obtained if
dot patterns belonging to the same category were similar to each other at
the level of the patterns' parts, and uniquely different from each other
the level of the patterns' configuration. Our determination of configural
similarity and uniqueness, was based on the correspondence of pattern-part
That is, two patterns were considered configurally similar if they were
composed of the same parts, and the parts were in the same relative
location. They were considered configurally distinct when they were
composed of unique combinations of parts.

Experiment 1

In this experiment we describe the three sets of patterns used in the
experiments reported in this paper, the way subjects segmented the patterns
Into their constituent parts, and finally, how subjects judged the relative
similarity of patterns for each of the three sets. These results were the
basis for Experiments 2 and 3, which examined acquisition and post-
acquisition classification performance for each of the three sets of
categories, the objective being to test for the long-term retention of
information specific to individual category members.
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Stimuli

Dot patterns were defined as belonging to the same category if they
were generated from the same base pattern. The four base patterns used to
generate the categories are presented at the top of Figure 1. Each base
pattern comprised eight dots whose locations were defined by positions in
an imaginary 11 x 11 grid. The spacing between grid lines was equal to one
dot-diameter, resulting in patterns that were relatively compact. For
descriptive convenience, the categories generated from the four base
patterns were identified by a letter (A, B, C, or D), and each member of a
category was identified by a number (1 through 8). Three sets of
categories (I, II, and 111) were generated.

Set 1. The patterns belonging to the four categories in Set I are
presented in Figure 1. The procedure used to generate these patterns is
illustrated in Figure 2. Category members were generated by selecting
one dot from each base pattern and moving only that dot to new locations
outside its immediate neighborhood in the base pattern. Eight different
patterns were generated by placing the "movableg dot in eight different
locations. As a result, for each of the patterns belonging to the same
category, seven of the eight dots were in precisely the same relative
location. The locations for the "movable" dot were selected to create
categories for which individual patterns had distinctive configurations,
despite their high level of 1:1 element-correspondence.

Insert Figures 1 and 2 about here

Set 11. The patterns in Set II, which were generated from the same
base patterns as Set 1, are presented in Figure 3. Category members were
produced by selecting a group of three dots from the base patterns that
were located near each other, and moving these dots one space in the same
direction (see Figure 4). For each base, two category members were
generated by moving three dots to the left, two were generated by moving
three dots to the right, two by moving three dots up, and two by moving
three dots down. A different grouping of three dots was selected for
movement to produce each of the eight category members (each dot in each
base pattern was moved equally often).

Insert Figures 3 and 4 about here

Set III. The Set III patterns, which are presented in Figure 5, were
generated by a more severe version of the Set 1I procedure. The first step
was to segregate the eight dots composing each base into two groups of
three dots and one group of two dots. The dots within each group were then
moved one space in the same direction, but the different groups were each
moved in a different direction (see Figure 6). Each pattern generated in
this way involved a different segregation of the base pattern s eight dots
into groups of three, three, and two, and a different pattern of
movement-direction for the three groupings.



121

Insert Figures 5 and 6 about here

Analysis of Pattern-Parts

Method. Three groups of 128 undergraduate students at Florida
Atlantic-Un-iversity participated in this part of the experiment. They
were required to segment dot patterns into their constituent parts. One
group was assigned to the Set I patterns, one group to the Set II
patterns, and one group to the Set III patterns. Each subject
worked with only four patterns, one from each category (A, B, C, or D).
They were not shown more than one member of a category because we were
concerned that they might recognize a pattern as a new version of a
preceding one and feel constrained to repeat their preceding responses.
Booklets comprising four 14 an x 20 om sheets of white paper were formed.
A different dot pattern (2.5 cm x 2.5 cm) was presented on each sheet.
The four patterns in each booklet always came from different categories
in the following eight combinations: ABCOl, A2B2C2D2, A3B3C3D3,
A4B4C4D4, A585CSDS, A6B6C6D6, A787C7D7, A888C8D8. Sixteen booklets were
formed for each combination (the order of patterns within each booklet was
counterbalanced), resulting in the production of 128 booklets. Subjects
were unaware that the patterns were to be used in categorization
experiments. Some were tested individually; most were tested in groups.

Each subject was given a booklet of four patterns and instructed to
draw circles around the dots in each pattern to form three clusters (the
number of clusters was restricted so that each subject's data would have an
equal weight in determining the perceptual parts of each pattern).
Subjects were told that the clusters should reflect their perception of the
natural groupings of dots within the patterns. The clusters they formed
could overlap, and one cluster could be contained within another. Every
dot had to appear in at least one cluster, even if it appeared alone, and
no circle could surround all the dots in the pattern.

Results. Our analysis of the parts of each pattern focussed on the
three Musters of elements that were circled most frequently by subjects
(the three clusters encompassed all eight dots composing each pattern).
It was assumed that they were the most salient parts or subunits of the
pattern. For all three sets, we found that patterns belonging to the sane
category shared the same salient parts to a much greater extent than
patterns belonging to different categories.1 Closer examination
indicated that the part-structures for the Set I and Set III categories
were similar. For both sets, pairs of patterns from the same category
generally shared one or two salient parts, but different pattern-pairs
usually shared different salient parts. Despite this part-level over-lap.
there was only one instance in which the three most salient parts of a
pattern corresponded to the three most salient parts of another pattern.
Thus, every pattern shared some of its parts with other members of its
category, but almost every pattern was composed of a different combination
of parts. We concluded on this basis that members of the same Set I and
Set III categories were configurally unique.

In contrast with the Set I and Set III patterns, we found that the
three most salient pattern-parts appeared in the same combination (and
the same relative-location) in the majority of Set II patterns belonging
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to the same category. On this basis, we concluded that most members of the
same Set 1I categories were configurally similar.

Similarity Judgments

Method. Six undergraduate and graduate students at Florida Atlantic
Univers-tY-participated in this experiment. None had foreknowledge that
the patterns were to be used in categorization experiments. Each subject
rated perceived similarity for a randomly ordered sequence of 360
pattern-pairs; 120 pairs from Sets 1, 1I, and 111. The 120 pairs from each
set were formed from all combinations, both within- and between-category,
of Patterns 1, 2, 7, and 8. The assignment of each pattern to the left and
right position of each pair was balanced across the 120 pairs, each of
which was presented on a 14 cm x 20 cm sheet of white paper.

Procedure. Subjects' Judgments were based on a 10-point rating
scale, 1 Indicating that the patterns were highly. dissimilar and 10
indicating that they were highly similar. Subjects were given several
minutes to look through the stack of pattern-pairs before they began.

Insert Table 1 about here

Results. As indicated in Table 1, mean similarity ratings for
within-category pattern-pairs from Set I were intermediate to the ratings
obtained for Set II and Set III. The same ordering was independently
observed for each of the six subjects. There was little difference in
between-category similarity ratings among the three sets.

Discussion

Although seven of the eight dots were in exactly the same relative
location for patterns belonging to the same Set I category, subjects
rated these pattern-pairs as lower in similarity than within-category
pattern-pairs from the sane Set II category. This suggested that
similarity ratings for pairs of Set I patterns did not depend on the
correspondence of element-level perceptual units. To argue otherwise, it
would have to be assumed that similarity Judgments were more affected by
large differences in location for one dot (the Set I patterns) compared
with small differences in location for many dots (the Set I patterns).
However, an inspection of the Set I patterns in Figure 1 makes it clear
that. the detection of the one discrepant ("moving") dot is not easy, even
when one is looking for it. Since subjects judging similarity had no
reason to look for the discrepant dot, it is unlikely that their Judgments
were biased to emphasize the relatively large differences in its location.
Similarity ratings for these patterns were, in all likelihood, influenced
by higher-order perceptual units than individual pattern-elements.

The analysis of pattern-parts indicated that the structure of the
Set I categories reflected the perceptual characteristics of natural
object categories that we hypothesized are necessary for the long-term
retention of information specific to individual category members. That Is,
patterns belonging to the same category resembled each other at the
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part-level, and were perceptually distinctive at the configural-level.
These perceptual requirements were not well established for Sets II and
111. For the Set II categories, patterns belonging to the same category
resembled each other at the part-level, but in most cases were not as
perceptually distinctive at the configural-level. For the Set III
categories, patterns belonging to the same category were perceptually
distinctive at the configural-level, but judgments of within-category
similarity for these patterns indicated that their part-level resemblance
were relatively weak compared with the Set 1 and Set II categories (the
arrangement of dots within each part and the location of the part within
its pattern was more likely to be exactly the same for pairs of patterns
belonging to the same Set I and Set II categories compared with pairs of
patterns belonging to the same Set III categories).

On the basis of these results, it was predicted that evidence for
the long-term retention of information specific to individual category
exemplars would be obtained for the Set I categories, but the more
typical experimental result, a loss of item-specific information with
delayed testing, would be obtained for the Set II and Set III categories.
These predictions were tested for the Set I and Set 11 categories in
Experiments 2a and 2b, and the Set I and Set III categories in
Experiments 3a and 3b. The methodology used in these experiments was
originated by Posner and Keele (1970). It involved introducing a variable
delay between category acquisition and classification testing, and
contrasting classification performance for previously learned (original)
and novel category members, the latter being generated by the sane rules as
the previously learned category members. A significant difference in
classification accuracy between the original and novel members of the same
category would indicate that subjects retained information specific to the
previously learned (original) patterns.

Since Medin, Dewey, and Murphy (1983) have shown that the nature of
the training procedure can affect original/novel differences in
classification accuracy, two acquisition procedures were used. One
required learning the same name for each category member, the other
different names for each category member.

Experiment 2a

Method

Subjects. Fifty-six undergraduate students at Florida Atlantic
University voluntarily participated in this experiment.

Design. The patterns belonging to each Set I category were divided
into tF subsets, (1-4) and (5-8). Subjects were randomly assigned to one
of eight conditions defined by the orthogonal combination of training
procedure (concept-formation vs. paired-associate), pattern subset during
acquisition (1-4 vs. 5-8), and time of classification testing (immediate
vi. two-week delay). Classification testing involved the presentation of
36 patterns: 16 original patterns that were presented during acquisition,
16 novel category members that had not been seen before, and 4 base
patterns that also had not been seen before. If subset (1-4) comprised the
originals during acquisition, subset (5-8) comprised the novels during
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testing, and vice versa. The 36 patterns were presented in one of two
random sequences. Matching sequences were provided for counterbalancing
the (1-4) and (5-8) subsets as originals and novels.

Procedure. Black on white slides of each pattern were back-projected,
via a random-access projector, onto a translucent screen (their size was
2.5 cm x 2.5 cm). Viewed from a distance of approximately 114 cm, they
intercepted a visual angle of 1.3 deg.

Two types of acquisition procedure were used. In concept-formation i
training, subjects learned the same verbal label for each member of a
category (see Table 2). They were told that they would be seeing 16 dot
patterns, each of which belonged to one of four groups, and were
instructed to look for relations among the patterns that would allow them
to learn which patterns belonged in each group. In paired-associate
training, subjects learned different verbal labels for each pattern (see
Table 2), but the names for members of the same visual category belonged to
the same semantic category. The labels for Category A were all names of
colors, Category B names of cities, Category C nanes for money, and
Category D names of months. Subjects receiving paired-associate training
were not instructed to look for visual relations among the patterns
(although the semantic similarity of the pattern names could have directed
attention to visual relations amng members of the same category).

Insert Table 2 About Here

Acquisition began with subjects being shown 16 patterns in random
order (four patterns from each category), the experimenter orally
identifying each pattern. Subsequent blocks of 16 trials were presented in
one of five random sequences, the order of these sequences varying from
subject to subject. Ten seconds were given for subjects to orally identify
each pattern, at which point they were required to make their best guess.
Corrective feedback was provided following incorrect responses. The
acquisition phase continued until two consecutive blocks of 16 trials were
completed without error.

Classification testing followed acquisition imediately, or after a
two-week delay. Each pattern was presented for as long a period of time
as subjects needed to classify the pattern. They were required to guess if
they were unsure of the correct response. No corrective feedback was
provided. If subjects had received concept-formation training during
acquisition, they were told that they would be seeing some old patterns and
some new ones they hadn't seen before, and that the patterns belonged in
the same four groups that they had already learned. They were provided
with the appropriate verbal labels (red, green, blue, and yellow) on an
index card. If subjects had received paired-associate training during
acquisition, they were told that they would be seeing some old patterns and
some new ones that they hadn't seen before, and that the patterns belonged
in four distinct groups: color, city, money, and month (the appropriate
labels were again provided on an index card). By using the names of the
semantic categories, both the previously seen and novel category members
could be identified with the same responses.

. m mIm I
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Results

Subjects receiving concept-formation and paired-associate training
required an average of 6.5 and 10.4 trial-blocks (excluding the two
errorless criterion blocks), respectively, to reach the acquisition
criterion (all subjects reached criterion).

Insert Table 3 About Here

As can be seen in Table 3, classification performance was more
accurate after paired-associate training than after concept-formation
training. This difference was probably the result of the longer training
period required by the paired-associate condition. Following both
training procedures, original category members (frco the acquisition set)
were classified more accurately than previously unseen, novel category
memberi, the original/novel difference being maintained over the two-week
delay.' An analysis of variance indicated that whether the patterns
were original or novel significantly affected percent classification
accuracy [F(1,52) - 20.35, p < .001, MSe a 83.98], but did not
significantly interact with the time-of-test (iniiediately vs. delay),
[F(1,52) < 1.0, MSe - 83.98). The advantage of the original compared
with the novel category members was independently observed for each of the
four Set I categories (A, B, C, and D). The effect of training procedure
(concept-formation vs. paired-associate) was significant [F(1,52) a 5.06, p
< .05, MSe - 121.483, but none of the interactions with training procedure
were significant. Finally, classification accuracy was somewhat lower for
the base patterns than other category members that weren't seen before.
There was no indication that the base patterns had any special status in
this experiment compared with other category members that were not seen
before.

Discussion

The results of this experiment indicated that previously learned, Set
I patterns were classified more accurately than novel, Set I patterns, and
moreover, that this difference was unaffected by the introduction of a
two-week delay between acquisition and classification testing. This
evidence for the long-term retention of item-specific information was
obtained regardless of whether learning to identify patterns individually
was an explicit requirement of the training task (paired-associate
training) or not (concept-formation training). The experiment therefore
supported the hypothesis that long-term retention of exemplar information
could be obtained for artificial dot patterns when patterns belonging to
the same category were perceptually similar to each other at the
part-level and perceptually distinct at the configural-level.

Experiment 2b

Method

This experiment involved acquisition and classification testing for
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to that of Experiment 2a. Fifty-six undergraduate students at Florida
Atlantic University voluntarily participated in this experiment.

Results

Subjects receiving concept-formation and paired-associate training
required an average of 2.5 and 17.8 trial-blocks (excluding the two
errorless criterion blocks), respectively, to reach the acquisition
criterion (all subjects reached criterion). Concept-formation training was
easy because members of the same category, which were to receive the same 0

name, were so similar. However, it was because they were so similar that
it was difficult to learn distinctive names for each category member, as
required by paired-associate training.

Insert Table 4 about here

An examination of the classification errors, which are presented in
Table 4, indicated that performance was again more accurate after
paired-associate training than after concept-formation training. In
addition, the effect of time-of-test (immediate vs. delay) on the
classification of originals and novels was comparable following
concept-formation and paired-associate training. Although the effect was
more clear-cut following concept-formation training, for both training
procedures a difference in classification performance between original
and novel category members was obtained for immediate testing, but not when
testing took place two weeks after acquisition.

The classification data obtained in this experiment did not lend
themselves to analysis of variance. This was because a large number of
subjects (68% in the immediate condition, 43% in the delay condition) did
not make a errors for either the original or novel patterns. Instead
of analysis of variance, we collapsed the data over training condition,
determined Aether each subject made more errors on novels or originals,
and performed a sign test that contrasted the novel-original differences
for immediate and delayed testing. We found a significantly greater
tendency toward a positive novel-?riginal difference in immediate
compared with delayed testing C '(2) a 6.78,_ < .05]. In the
immediate condition, nine subjects made errors on novel and/or original
patterns; eight made more errors on novels than originals, and one was
tied. A sign test indicated that the probability was only .04 that eight
of nine subjects would have made more errors on novels than originals as a
result of chance variation. Furthermore, the higher error rate for novels
compared with originals was consistently obtained within each of the four
Set II categories (A, B, C, and 0). In the delay condition, 16 subjects
made errors on novel and/or original patterns; seven made more errors on
novels, six made more errors on originals, and three were tied. A sign
test indicated that the probability was .80 that seven of 16 subjects would
make more errors on novels than originals as a result of chance variation.
Thus, a significant difference between the classification of novel and
original patterns was obtained when testing occurred immediately after
acquisition, but the difference was not significant with delayed testing.
Finally, ceiling effects made it difficult to evaluate the data obtained
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for the base patterns. The results obtained when testing occurred
immediately after concept-formation training suggested that information
specific to the previously learned category members (originals) generalized
to the base patterns to a greater extent than they generalized to the novel
patterns.

Discussion

The reduction in the original/novel difference in classification
accuracy with delayed testing was consistent with previous literature
using the Posner and Keele (1970) paradigm. The results supported the
hypothesis that the lack of configural distinctiveness for the Set 11
categories would impede the long-term retention of information specific
to previously learned patterns. In addition, obtaining the typical
original/novel by time-of-test interaction for the Set I categories
showed that the atypical results obtained for the Set I categories in
Experiment 2a were not an artifact of our experimental procedure.

Experiment 3a

In this experiment we again used the Set I patterns, but strengthened
the test of long-term retention by extending the duration between
acquisition and classification testing to four weeks. Another difference
in procedure compared with Experiment 2a was that instead of presenting the
base patterns during classification testing, we presented patterns which
were formed by averaging the locations of dots from patterns belonging to
the same category (these were called central patterns). If subjects'
representations of the Set I categories were based on the locations of
individual elements (recall that seven of the eight dots in each category
member were In the exact same relative location), classification accuracy
would be better for the central patterns than the novel category members,
which also were never seen prior to the testing phase. The third change in
procedure involved the introduction of yes/no recognition testing in
combination with classification testing. This provided an additional
measure of whether subjects retained information specific to the patterns
presented during acquisition. Finally, only concept-formation training was
used in this experiment (the procedure differed from Experiments 2a and 2b
for reasons unrelated to the presented study).

Method

All 36 subjects, again undergraduate students at Florida Atlantic
University, received concept-formation training with the Set I categories.
One group learned Categories A and B first, then Categories C and 0 (each
phase had a criterion of two consecutive blocks of eight errorless trials).
A second group first learned C and D, then A and B. This was followed, for
both groups, by a third acquisition phase in which 16 patterns from all
four categories were presented in randomly mixed sequences until subjects
completed two consecutive blocks of 16 errorless trials.

The subjects were further subdivided into three groups, one of which
was tested imediately after acquisition, one after a two-week delay, and
one after a four-week delay. During testing, subjects were required to
classify each pattern and then indicate whether or not they had seen it
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during the preceding acquisition phase (due to experimenter error, only 7
of 12 subjects in the immediate testing condition received recognition
testing; all 12 received classification testing). As before, subjects were
required to guess if they were unsure of the correct response, and no
corrective feedback was provided.

Insert Table 5 about here

Results

A total of 8.5 trial-blocks were required for category acquisition:
2.8, 2.3, and 3.4 for the first, second, and third training phases,
respectively (again excluding errorless criterion blocks). As before, all
subjects successfully reached the acquisition criterion.

The classification and recognition data are presented in Table 5.
As in Experiment 2a, there was no apparent effect of delayed testing on
the original/novel difference in classification accuracy. An analysis of
variance indicated that the original/novel difference [F(1,33) - 18.93, P <
.001, MSe a 66.01] and the effect of time-of-test (F(2,33) - 4.55, y< AS,
MSe a 374.19] were significant, but the original/novel by time-of-test
interaction was not significant EF(2,33) < 1.0, MSe a 66.01]

The recognition data were analyzed by converting hits and false
alarms (for the novel patterns) into d' scores for each subject. Of the
31 subjects receiving the recognition test, all but one recognized the
previously seen exemplars at a better than chance rate. Although there
was some tendency for d' to decline with delayed testing, this trend was
not significant [F(2,28) a 2.27, p> .05, MSe - 0.35]. The recognition
and classification data provided converging evidence that subjects retained
information specific to the patterns learned during category acquisition
(the original category members). For immediate testing, classification
accuracy was high for the originals, and recognition accuracy (the ability
to discriminate the originals from novel category members) was also
relatively high. With the introduction of a two-week delay between
acquisition and testing, classification accuracy for the original patterns
dropped off substantially, and recognition accuracy was also reduced. A
four-week delay brought no further decrements in performance for either
classification or recognition. Classification accuracy remained 7% to 9%
lower for the novel than the original patterns at all delay intervals
between acquisition and testing.

Both the classification and recognition data for the central
patterns of each category (determined from the average dot location for
each category member presented during acquisition) were very similar to
the data obtained for other category members (the novels) that were not
presented during acquisition.

Discussion

The results were consistent with those of Experiment 2a in providing
evidence for the long-term retention of item-specific information, in this
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case over an interval of four weeks. Despite the fact that seven of the
eight dots in each Set I category member were in the same relative
location, the results for the central patterns provided no evidence that
subjects' category representations were based on the averaged locations of
element-level perceptual units.

Experiment 3b

The parsing data obtained in Experiment 1 indicated that the Set III
categories were similar to the Set I categories with regard to the
configural distinctiveness of individual patterns. Also, members of the
same Set III categories, like members of the same Set I categories,
resembled each other at the part-level. However, the similarity data
obtained in Experiment 1 indicated that these resemblances were not as
strong as they were for the Set I categories. Obtaining the typical
original/novel by time-of-test interaction for the Set III categories
would support the hypothesis that both configural distinctiveness and
relatively strong part-level resemblances are required for the long-term
retention of information specific to previously learned dot patterns.

Method

Except for substituting the Set III for the Set I patterns, the design
and procedure were identical to that of Experiment 3a. Thirty-six
undergraduate students at Florida Atlantic University voluntarily
participated in this experiment.

Results

A total of 14.4 trial-blocks were required for category acquisition:
6.2, 5.2, and 3.0 for the first, second, and third training phases,
respectively (again, excluding errorless training blocks).

The classification and recognition data are presented in Table 6.
As for the Set II patterns in Experiment 2b, the original/novel difference
in classification accuracy decreased with increased delay between category
acquisition and classification testing. An analysis of variance indicated
that whether the test patterns were originals or novels interacted with
time-of-test in affecting percent classification accuracy [F(2,33) a 9.17,
I< .001, MSe a 111.7j. Tests of simple effects indicated that the
original/novel difference was significant when classification testing took
place immediately [F(1,33) - 30.75, < .001, MSe - 111.7] or after a
two-week delay [F(1,33) a 14.00,p <2.001, MSe a 111.7), but was not
significant after a four-week delay [F(1,33) < 1.0, MSe - 111.7).

Insert Table 6 About Here

As in Experiment 3a, the recognition data were analyzed by
converting hits and false alarms into d' scores for each subject. All 36
subjects participating in this experiment recognized previously seen
patterns at a better than chance rate. The decrease in their d' scores
with increased delay between acquisition and testing was significant
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[F(2,33) " 8.09, < .001, MSe - .4013. The recognition data were
therefore consistent with the trend of the classification data; the
ability to discriminate between original and novel category members
declined with increasing delay between acquisition and testing. Although
information specific to the patterns learned during acquisition was not
completely forgotten after four weeks (recognition performance remained
better than chance), this information no longer influenced classification
performance, which was equivalent for the originals and novels.

The results obtained for the central patterns were difficult to
interpret. Classification accuracy for the central patterns was comparable
to the original patterns immediately after acquisition and after a two-week
delay. After a four-week delay, it was greater than the originals, but the
difference was not significant, t(11) - 1.73, y> .05. For the recognition
data, the proportion of "yes' responses for the central patterns was
intermediate to the original and novel category members.

Discussion

The classification data obtained for the Set III categories provided
the original/novel by time-of-test interaction that is typical of the
previous research literature. This result supported the hypothesis that
the lack of strong part-level resemblances would impede the long-term
retention of information specific to previously learned patterns.

General Discussion

Implicit in most categorization experiments using artificial dot
patterns is the assumption that the location of Individual elements is the
appropriate level of perceptual analysis. As indicated earlier, this
assumption has been formalized in conjunction with Knapp and Anderson's
(1984) neural summation model. However, the results of this study
indicated that perceptual relations among dot patterns belonging to the
same category are not adequately represented at the level of individual
elements. Despite the fact that seven of the eight dots composing the
patterns belonging to the same Set I category were in the exact same
relative location, similarity judgnments obtained in Experiment 1 provided
no evidence that subjects were influenced by the correspondence of element-
level perceptual units. Another aspect of our results that was difficult
to reconcile with the notion that category relations among dot patterns are
represented at the level of individual elements is the original/novel
difference in classification accuracy for the Set I patterns.
Classification errors might occur for both originals and novels because of
difficulty remembering the name for each category, but with seven of eight
dots in the same relative location, category representations based on
element-level perceptual units would have been sufficiently discriminable
for the novels to be classified as accurately as the originals. Our final
evidence concerning element-level units was obtained for the central
patterns, which were formed by averaging the locations of dots for patterns
from the same Set I categories. If subjects' category representations were
based on the averaged locations of element-level perceptual units, as
specified in models like Knapp and Anderso,'s (1984), classification
performance for the central patterns would have exceeded that obtaincl for
other novel members of the Set I categories. Also consistent with this
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conclusion were results reported by Barresi, Robbins, and Shatn (1975).
Although members of their categories were generated from base patterns that
were likely to have common dots, they concluded that the presence of
distinctive higher-order features was more important than the presence of
common dots in affecting subjects' ability to learn the categories.

Rather than individual elements, the representational structure of
categories comprising dot patterns appears to be based on pattern-parts
and pattern-configuration, the latter being determined by the spatial
arrangement of the parts. Support for this view comes from an analysis of
the perceptual units associated with the long-term retention of information
specific to previously learned category members. Evidence for long-tern
retention was obtained only for the Set I categories; the absence of such
evidence for the Set II and Set III categories was more typical of the
experimental literature based on artificial categories. These results
indicated that long-term retention requires both perceptual distinctiveness
at the level of pattern-configuration and perceptual resemblance at the
level of pattern-parts. Both were present for the Set I categories, but
the patterns belonging to the Set II categories lacked configural
distinctiveness and the patterns belonging to the Set III categories had
relatively weak part-level resemblances. Why are both configural
distinctiveness and part-level resemblance necessary for the long-term
retention of item-specific information? One possibility is that configural
distinctiveness would decrease the likelihood that memory traces of
previously learned category exemplars would become indistinguishable from
each other as information in the traces is lost over time; part-level
resemblance could increase the retrievability of these memory traces by
providing organizational "links" among them.

The results of this study therefore indicated that the long-term
retention of information specific to previously learned category exemplars
that is typical of natural objects can also be obtained for artificial dot
patterns, providing their structure reflects the perceptual characteristics
that Tversky and Hemenway (1984) identified in their study of natural
object categories. The latter argued that configural-level information
provides individual category members with a distinctive identity, and part-
level information provides the shared attributes that are the basis for
determining the membership of objects in basic level categories. The
research reported in this paper goes a step further in suggesting that
part-level attributes may also contribute to the introduction of
organizational "links" that facilitate the retrieval of distinctive,
Item-specific information.

A final point of interest concerns the consequences of visual
similarity for category structure. It is clear from our own data that the
relative difficulty of category learning increased as the ratio of
within-category to between-category similarity decreased. Mervis and Rosch
(1981) have argued previously that the ratio of within-category to between-
category similarity is maximized at the basic level of categorization.
However, the results of this study suggest that similarity may not be a
unitary concept, at least insofar as its affects on categorization are
concerned. In the present study, we found that the absence of an
original/novel by time-of-test interaction for the Set I patterns was
"bracketted" by significant original/novel by time-of-test interactions for
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categories whose within-category similarity was greater than (Set II) and
less than (Set 1II) that of Set I (between-category similarity was
essentially the same for all three category sets). These results indicated
that the ratio of within-category to between-category similarity could not
predict whether subjects would retain item-specific information over long
periods of time. Long-term retention appears to require both
within-category similarity and dissimilarity, but at different levels of
perceptual structure.
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Footnotes

lOur criteria for determining that the same subunit was shared by
(i.e., over-lapped) two patterns was that the subunits had to contain the
same number of dots, and they had to be very similar in their relative
location within each pattern (within one dot-diameter for the Set I and
Set II patterns; within 1.5 dot-diameters for the less compact Set III
patterns). Detailed analyses indicated that these relative-location
criteria maximized the correlation between similarity judgments and
subunit-overlap (part-level resemblance) for pairs of patterns drawn from
each set.

2The responses of two subjects (in the concept-formation
condition) who interchanged the verbal labels for two categories were
scored as if the correct labels had been used. This adjustment of the
data slightly reduced overall error rates, but had little effect on
original/novel differences in classification accuracy.
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Table I

Experiment 1: Mean similarity ratings, within-category and
between-category, for Sets 1, 11, and 111. The rating scale extended
from 1 (Very Dissimilar) to 10 (Very Similar).

Set I Set II Set III

Within Category 6.7 8.3 5.2
Between Category 3.4 3.7 3.7
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Table 2

Assignment of response labels to visual categories for concept-formation
and paired-associate training for either the (1-4) or (5-8) subset of
category members.

Concept-Formation Training

Category Members

Category 1(5) 2(6) 3(7) 4(8)

A red red red red
B green green green green
C blue blue blue blue
D yellow yellow yellow yellow

Paired-Associate Training

Category Members

Category 1(5) 2(6) 3(7) 4(8)

A red green blue yellow
B Paris Rome London Madrid
C penny nickel dime dollar
D April June March August
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Table 3

Experiment 2a: Percent classification errors for the Set I patterns
following acquisition with either concept-formation (CF) or
paired-associate (PA) training. Classification testing occurred either
immediately or after a two-week delay.

Time-of-Test

Acquisition Immediate Delay

CF Bases 17.9 17.9
Training Originals 4.5 10.3

Novels 13.4 18.8

Novels minus Originals 8.9 8.5

PA Bases 12.5 19.6
Training Originals 2.7 4.5

Novels 9.4 11.6

Novels minus Originals 6.7 7.1

mean Bases 15.2 18.8
Originals 3.6 7.4
Novels 11.4 15.2

Novels minus Originals 7.8 7.8



139

Table 4

Experiment 2b: Percent classification errors for the Set II patterns
following category acquisition with either concept-formation (CF) or
paired-associate (PA) training. Classification testing occurred either
immediately or after a two-week delay.

Time-of-Test

Acquisition Imediate Delay

CF Bases 1.8 10.7
Training Originals 1.3 8.0

Novels 4.5 7.6

Novels minus Originals 3.2 -.4

PA Bases 1.8 0
Training Originals 0.4 1.8

Novels 2.7 2.7

Novels minus Originals 2.3 .9

mean Bases 1.8 5.4
Originals .9 4.9
Novels 3.6 5.2

Novels minus Originals 2.7 .3
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Table 5

Experiment 3a: Percent classification errors, percent OYes" recognition
responses, and d' scores in recognition test for the Set I patterns when
classification and recognition testing followed immediately, two weeks, or
four weeks after acquisition (concept-formation training).

Classification Errors "Yeso Recognition Responses

Immediate 2-Weeks 4-Weeks Immediate 2-Weeks 4-Weeks

Centrals 16.7 24.0 27.1 31.3 66.7 62.1
Originals 3.1 17.2 18.8 75.8 80.7 77.3
Novels 12.0 24.5 27.6 28.9 55.7 66.7

Novels minus 8.9 7.3 8.8 - - -

Originals

d'- - - 1.37 .87 .88
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Table 6

Experiment 3b: Percent classification errors, percent "Yes" recognition
responses, and d' scores in recognition test for the Set 111 patterns when
classification and recognition testing followed immediately, two weeks, or
four weeks after acquisition (concept-formation training).

Classification Errors "Yes" Recognition Responses

Immediate 2-Weeks 4-Weeks Immediate 2-Weeks 4-Weeks

Centrals 10.4 33.3 33.3 62.5 68.8 60.4
Originals 9.4 28.1 46.9 80.7 81.8 72.9
Novels 33.4 44.3 45.4 23.4 41.1 49.5

Novels minus 9.1 7.3 8.8 - - -

Originals

d'- - - 1.76 1.25 0.72
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Figure Captions

1. Four base patterns and members of the Set I categories.

2. Procedure for generating the Set I category members.

3. Four base patterns and members of the Set 11 categories.

4. Procedure for generting the Set II category members.

5. Four base patterns and members of the Set III categories.

6. Procedure for generating the Set III category members.
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SECTION 3C

Perceptual Learning in Visual Category Acquisition
Howard S. Hock, Elizabeth Webb, and L. Clayton Cavedo

Abstract

The attribute structure of a set of dot patterns was studied by having
subjects segment (parse) the dots of each pattern into parts or subunits.
Subjects identified subunits by drawing circles around groups of dots F

from each pattern. These parsing data were obtained for subjects who had
no prior experience with the patterns, and for subjects who had
previously learned to identify the patterns with respect to their
membership in one of four categories. Analyses of the parsing data
indicated that category learning increased the salience of large subunits
that were similar in orientation for patterns that were members of the
same category. This evidence for perceptual learning was obtained even
when the category training procedure required learning to identify the
patterns individually, suggesting that attribute abstraction and
item-learning are not incompatible. It was also obtained despite a
decrease in over-all intersubject agreement. The latter result led us to
question the usefulness of intersubject agreement as an index of category
knowledge.

S!
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One of the strategies available to subjects learning the category
membership of a set of stimuli is to determine the attributes that are
likely to be shared by members of the same category but are unlikely to
be shared by members of contrasting categories (i.e., diagnostic
attributes). Brooks (1978) refers to this strategy as analytic. The
relative difficulty of analytic category learning depends on how readily
shared/discriminative attributes can be abstracted (i.e., tested for
diagnosticity independent of other attributes).

We would expect most subjects to begin category training -

analytically by testing attributes that are precategorically salient (a
similar assumption is made in Fried and Holyoak's [1984] category density
model). These are the attributes that subjects would be most likely to
notice and remember in examining the stimuli individually. If the
precategorically salient attributes are not diagnostic of category
membership, the subject has the option of persisting in an analytic
strategy and continuing the search for attributes that are likely to be
shared by members of the same category, but not by members of contrasting
categories. This would lead the subject to consider, as potentially
diagnostic of category membership, attributes that were not the most
salient prior to category training. Successful category learning based
on searching for shared/discriminative attributes would be accompanied by
increases, relative to precategorical values, in the salience of
attributes shared by members of the same category (an alternative
strategy could result in category learning without changes in attribute
salience; Brooks (1978) and Medin, Dewey, and Murphy (1983) have
demonstrated that under certain conditions, subjects will forego testing
for diagnostic attributes and simply learn to identify stimuli as
individuals).

An analytic strategy was also implicit in Eleanor Gibson's (1969)
assertion that perceptual learning involves an active search aimed at the
discovery of attributes that discriminate among stimuli that are to
receive different responses. As for category learning, analytic
discrimination learning is likely to begin with a search for attributes
that would be highly salient independent of any training. The search
would end with the high-salience attributes if they proved to be
distinctive to the to-be-discriminated stimuli. Under such
circumstances, it would be difficult to empirically demonstrate that
subjects were searching for or discovering anything. Evidence that
perceptual learning involves searching for and discovering discriminative
attributes would be more readily obtained if the analytic strategy
persisted, and the search process continued beyond testing the attributes
that were most salient prior to training. The subject would then have
the opportunity to discover discriminative attributes that had been
relatively low in salience prior to training.

Previous research concerned with perceptual learning has focussed on
learning to discriminate among stimuli that were initially difficult to
tell apart. At issue in this earlier research was whether improvements
in discriminability are the result of predifferentiating individual
stimuli by associating different responses with each, as argued by Ellis
(1973), or whether they are due to increases in the perceiver's
sensitivity to distinctive characteristics of the stimuli, as argued by
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Gibson and Gibson (1955). The present study differs from these
experiments, which were concerned with increases in the salience of
discriminative attributes. Instead, it is concerned with perceptual
learning that increases the salience of attributes that are shared by
members of the sae category.

Evidence consistent with the hypothesis that category learning can
increase the salience of attributes shared by members of the same
category has been obtained by Homa, Rhoads, and Chambliss (1979). They
found, as a result of category learning, that pairs of stimuli belonging
to the same category increased in judged similarity, whereas pairs of
stimuli belonging to contrasting categories decreased in judged
similarity. However, Homa, et al.'s (1979) study provided only indirect
evidence for perceptual learning; since they were not concerned with
perceptual learning, there was no attempt to identify specific attributes
that increased in salience as a result of category learning. Also
consistent with the hypothesis that category learning can increase the
salience of attributes shared by members of the same category are the
results of experiments reported by Medin and Smith (1981) and Medin,
Dewey, and Murphy (1983). In these experiments, changes in attribute
salience were indicated by differences in the parameter values that
provided the best fit of Medin and Schaffer's (1978) computational
formula to their categorization data. Since different training
procedures resulted in different parameter values, it could be inferred
that at least one of the training procedures changed the salience of the
attributes relative to their precategorical values. However, since Medin
and his colleagues were not concerned with perceptual learning, they did
not assess the precategorical salience of the attributes. Thus, the
relative salience of the attributes they tested may have changed as a
result of category learning, but there was no way of determining whether
the change constituted an increase in salience without having also
assessed the precategorical salience of the attributes.

Although the issue is fundamental to any theory of categorization,
there is to our knowledge no published evidence that reports a direct
test of whether perceptual learning, in the form of increased salience of
attributes shared by members of the same category, can occur as a
consequence of category learning. The outcome of such an experiment is
by no means obvious. In order to observe an increase in the salience of
shared attributes, it is necessary to begin with a set of stimuli for
which attention to precategorically salient attributes is not a
sufficient basis for successful category acquisition. Having done so,
there is no guarantee that there will be an increase, relative to
precategorical values, in the salience of attributes shared by members of
the same category. As indicated earlier, subjects may test hypotheses
regarding the attributes that are precategorically salient, and when that
fails, adopt an item-learning strategy instead of searching for
nonobvlous, diagnostic attributes (Brooks, 1978).

Since previous research has indicated that the nature of the
training procedure can influence whether subjects abstract diagnostic
attributes during category learning (Brooks, 1978; Medin, et al., 1983),
two different acquisition procedures were used in Experiment 1: concept-
formation and paired-associate training. The procedures differed in that
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only the latter required learning to discriminate among members of the
same category. We were interested in whether perceptual learning (i.e.,
increased salience of attributes shared by members of the same category)
would occur with a training procedure that emphasized an item-learning
strategy by requiring subjects to learn items as individuals
(paired-associate training; each pattern received a different name), as
well as a training procedure that emphasized an analytic strategy by
instructing subjects to look for relations among the patterns that were
relevant to their category membership (concept-formation training; each
pattern received the same name). We included classification and
recognition tests following category training in order to evaluate
performance differences that might be obtained for the two training
procedures.

Experiment 1

The stimuli used in this experiment were dot patterns. The
attribute structures of these patterns were examined by having subjects
segment the patterns into subunits (parts) by drawing circles around
groups of dots within each pattern. The parsing procedure we used was
similar to procedures used previously by Banks and Prinzmetal (1976) and
Palmer (1977). The ability of the latter investigators to predict
performance in various tasks on the basis of how their stimuli were
segmented into parts indicated that the parsing procedure successfully
reflects important aspects of a stimulus' attribute structure.
Furthermore, Tversky and Hemenway (1984) have shown that the identifiable
parts of an object are critical to the representation of basic level
categories for natural objects. These studies demonstrate that the
constituent parts of a visual stimulus are empirically and "ecologically"
valid units of analysis.

The stimulus attributes that were relevant to our study of
perceptual learning were the characteristics of the parts into which the
patterns were parsed. The particular characteristics we examined were
the number of dots constituting each part, the shape of each part, and
the orientation of each part.

The general design of the experiment was to compare how dot patterns
were parsed into subunits for three groups of subjects. One group had no
category training, one group received concept-formation training, and one
group received paired-associate training. It was hypothesized that
attributes that were common to patterns which were potential members of
the same category (as measured in the no-training condition) would
increase in salience when subjects learned to categorize the patterns (as
measured in the two training conditions). In order to show that
increases in the salience of attributes shared by members of the same

category did not occur by chance (if an attribute becomes more salient,
its likelihood of re-appearing in the parsing data for many different
patterns would also increase), we contrasted the salience of attributes
common to patterns drawn from the same category with the salience of
attributes common to sets of patterns drawn from different categories.
Our method of computing common-attribute salience involved a version of
Medin and Schaffer's (1978) multiplicative combination rule. We first
measured the salience of an attribute as it appeared in each pattern by
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counting the number of subjects who circled the pattern-part when they
parsed the pattern. We then determined the common-attribute salience for
a set of patterns (i.e., how strongly they resembled each other on the
basis of this attribute) by computing the product of the salience values
for all the patterns in the set.

Method

Subjects. A total of 192 subjects provided the data for this
experiment: 64 were in the no-training condition, 64 received
concept-formation training, and 64 received paired-associate training.
Some of the 64 subjects in the no-training condition were tested in large
groups (they were not paid), others were tested individually (they
received $2.00). The 128 subjects in the two training conditions were
tested Individually and paid $2.00 per hour for their participation in an
experimental session lasting between one and one-and-a-half hours. All
subjects were undergraduate students at Florida Atlantic University.
Their participation was voluntary. They had no previous experience with
the patterns or foreknowledge that the research was concerned with
category learning.

Insert Figures 1 and 2 About Here

Stimuli. Dot patterns were defined as belonging to the same
category if they were generated from the same base pattern by the same
generation procedure. The four base patterns used to generate the
categories are presented in the top row of Figure 1. Each base pattern
comprised eight dots whose locations were defined by positions on an
imaginary 11 x 11 grid. The spacing between grid lines was equal to one
dot-diameter, resulting in patterns that were relatively compact.
Category members were generated from the base patterns by partitioning
the eight dots composing each base pattern into two groups of three dots
and one group of two dots. The dots within each group were then moved
one space in the sane direction, but the different groups were each moved
in different directions. Each pattern generated in this way involved a
different partition of the base pattern's eight dots into groups of
three, three, and two, and a different pattern of movement-direction for
the three groups. The set of eight patterns generated for each base
pattern is presented in Figure 1. The procedure for generating the
patterns is illustrated in Figure 2. For descriptive convenience, each
category will be identified by a letter (A, B, C, or D) and each member
of a category by a number (1 through 8). Subset (1-4) of each category
comprised Patterns 1, 2, 3, and 4; subset (5-8) of each category
comprised Patterns 5, 6, 7, and 8.

Ratings of similarity for all the pairwise combinations (within-
category and between-category) of Patterns 1, 2, 7, and 8 of each
category were obtained from six subjects who did not participate in any
other aspect of the experiment. Their ratings indicated that patterns
belonging to the same category resembled each other only slightly more
than patterns belonging to different categories. On a scale of one
(least similar) to ten (most similar), the mean ratings were 6.6 for
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pairs of patterns from the same category and 5.1 for pairs of patterns
from different categories.

Design. As indicated earlier, there were three groups of subjects
in the experiment. The group assigned to the no-training condition had
no experience with the patterns prior to parsing them into subunits; the
parsing data constituted their only contribution to the experiment.
Since these subjects had no idea that the patterns they saw belonged to
categories, their data reflected attributes that were salient independent
of the category membership of the patterns. Subjects in the two training
conditions participated in an experimental session with three phases: 1)
category learning (with either concept-formation or paired-associate
training), 2) classification/recognition testing for previously learned
and novel category members, and 3) parsing four patterns, each from a
different category, into their constituent subunits.

For each of the two training conditions, half the subjects learned
to identify the patterns in subset (1-4) of each category, and half
learned to identify the patterns in subset (5-8) of each category.
Classification/recognition testing was introduced immediately after
acquisition. Thirty-six patterns were presented: 16 were the original
exemplar patterns that had been presented numerous times during
acquisition, 16 were novel category members that had not been'seen
before, and 4 were the base patterns that also had not been seen before.
If subset (1-4) comprised the originals during acquisition, subset (5-8)
comprised the novels during classification/recognition testing, and vice
versa. The 36 patterns were presented to subjects in one of two random
sequences. Matching sequences were provided for the counterbalancing of
the (1-4) and (5-8) subsets as originals and novels. Half the subjects
received only recognition testing, the other half received a combination
of classification and recognition testing (the purpose of this contrast
is unrelated to this paper).

Following classification/recognition testing, subjects in the
training conditions parsed four patterns that were not members of the
acquisition set. The post-training parsing data wereobtained for novel
category members in order to strengthen the conclusion that changes in
attribute salience as a result of category learning would reflect the
structure of the categories rather than attributes specific to previously
learned patterns. If subjects had been trained with subset (1-4) of each
category during the acquisition phase of the experiment, they
subsequently parsed Patterns A7, B7, C7, and D7 (in counterbalanced
order), or Patterns A8, 88, C8, and D8 (also in counterbalanced order).
If they had been trained with subset (5-8) of each category, they
subsequently parsed Patterns Al, 81, C1, and Dl, or Patterns A2, 82, C2,
and DZ (again in counterbalanced order). To insure that the patterns
were properly categorized during the parsing phase, the appropriate
category label was typed above each of the to-be-parsed patterns (red,
green, blue, and yellow for the subjects who had received
concept-formation training; city, color, month, and money for the
subjects who had received paired-associate training). These labels were
not provided for subjects in the no-training condition.
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Sixteen subjects provided the parsing data for each of the four
packets of patterns (AlBlCiDI, A2B2C202, A7B7C7D7, and A8B8C808),
resulting in a total of 64 subjects in the no-training and 64 subjects in
each of the two training conditions (concept-formation and
paired-associate training). Subjects in both training conditions were
assigned to one of eight subgroups defined by the orthogonal combination
of parsing set (ABiCiDi, A2B2C2D2, A787C707, or A8B8C808) and
intervening testing procedure (recognition or classification +
recognition). Eight subjects were assigned to each of these eight
subgroups.

Procedure. During the acquisition phase of the experiment, black on
white slides of the dot patterns were back-projected, via a random-access
projector, onto a translucent screen. The size of the patterns on the
screen was 2.5 am x 2.5 cm. They were viewed from a distance of
approximately 114 cm, thereby intercepting a visual angle of 1.3 deg.
Subjects receiving concept-formation training learned the sane verbal
label for each member of the category (see Table 1). They were told that
they would be seeing 16 dot patterns, each of which belonged to one of
four groups, and were instructed to look for relations among the patterns
that would allow them to learn which patterns belonged in each group. In
paired-associate training, subjects learned different verbal labels for
each pattern (see Table 1). However, the names for members of the sane
visual category belonged to the same semantic category. The labels for
Category A were all names of colors, Category 8 names of cities, Category
C names for money, and Category 0 names of months. Subjects receiving
paired-associate training did not receive any instruction directing them
to look for relations among the patterns (although the semantic
similarity of the response labels for members of the same category could
have had the same effect).

Insert Table I About Here

Acquisition began with subjects being shown 16 exemplar patterns in
random order. One group was trained with the (1-4) subset of each
category, the other with the (5-8) subset of each category. The
experimenter provided the label for each pattern orally during this
initial presentation. Subsequent blocks of 16 trials were presented in
one of five random sequences. The order of these trial-block-sequences
was varied from subject to subject. Subjects were given up to 10 seconds
to verbally identify each pattern, at which point they were required to
make their best guess. Corrective feedback was provided following
incorrect responses. The acquisition phase proceeded in this manner until
two consecutive blocks of 16 trials were completed without error.

Classification/recognition testing followed immediately after
category training. Subjects were told that they would be seeing some old
patterns and some new ones they hadn't seen before, and that the patterns
belonged to the same groups that they had already learned. Those
receiving only recognition testing were required to indicate whether or
not they had previously seen each pattern. Those receiving a combination.
of classification and recognition testing had to first categorize each
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test pattern and then indicate whether or not they had seen it before
(they were provided with the appropriate category names on an index card)
Each pattern was presented, again with a random-access slide projector,
for as long a period of time as subjects needed to respond. They were
required to guess if they were unsure of the correct response(s). No
corrective feedback was provided.

During the parsing phase, each subject was given a single booklet
comprising four 14 cm x 20 cm sheets of white paper. The four patterns
parsed by each subject came from different categories in order to avoid
the possibility that subjects would feel constrained to repeat parsings
should they recognize a pattern as similar to a previously parsed pattern.
One pattern (2.5 cm x 2.5 cm) was presented on each sheet.

Parsing instructions. Subjects were instructed to draw circles
aroun the dots in each pattern to form three clusters (the number of
clusters was restricted so that each subject's data would have equal
weight in determining the perceptual subunits for each pattern). Subjects
who parsed the patterns after either concept-formation or paired-associate
training were told that their clusters should reflect the ways in which
each pattern resembled other members of its category. Subjects in the
no-training condition were told that their clusters should reflect their
perception of the natural groupings of dots- within the pattern. For both
the no-training and training conditions, the clusters subjects formed
could overlap, and one cluster could be contained within another. Every
dot had to appear in at least one circle, even if it appeared alone, and
no circle could surround all the dots in the pattern.

Parsing analysis. The perceptual subunits (i.e., the pattern-parts)
circled by subjects in parsing each pattern were analyzed in the same way
for subjects in the no-training and training conditions. Each
subject-selected subunit was coded according to salience, number,
orientation, shape, and location. These attributes were not considered
exhaustive of all reasonable possibilities.

The salience for each subunit (part) was determined by the frequency
with which the subunit was circled. Number refers to the number of dots
within the subunit (from one through seven). Based on our assumption that
it would be a psychologically important attribute only when the subunit
was relatively large, the orientation of the subunit was coded only when
the two most distant dots were separated by a distance of at least six
dot-diameters (which was more than half of every pattern's height and
width). The orientation, expressed in degrees, was computed from the
slope of the line defined by the two most distant dots in the subunit.
The alternative shape codes used to describe each subunit included the
following: lineiF7ertical, horizontal, left-diagonal, and right-
diagonal), triangular (obtuse, acute, and right), parallelogram,
rectangular, and OY" shaped arrangements. The location code for each
subunit was determined as follows: 1) the centroid was computed for the
pattern comprising the subunit; this was the average x,y location of the
eight dots composing the pattern, and 2) the relative location of each
subunit within its pattern was computed as the average x,y distanceIof the
dots composing the subunit from the centroid of the entire pattern.

I I
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Our analysis of common-attribute salience involved selecting
different sets of four patterns (some from the same category, some from
different categories), and determining whether there was an attribute-
match among the subunits of each of the four patterns. This was done
independently for the attributes of number, orientation, and shape; when
subunits of different patterns were compared for one of these attributes,
the values of the other attributes were ignored. Matches based on number
were obtained when there were four subunits, one in each of the four
patterns, that had the same number of dots. Matches based on orientation
were obtained when there were four subunits, one in each of the four
patterns, that had orientations within 45 deg of each other. Matches
based on shape were obtained when there were four subunits, one in each of
the four patterns, that had the same shape code.

The location of subunits within each pattern introduced the problem
of criterion. For example, if each pattern in a set of four patterns had
a subunit with the same shape, how close in location would the subunits
have to be in order to be considered as matching? Our solution to this
problem was to systematically vary the criterion used to determine whether
matching subunits in a set of patterns were in the same relative location
within their respective patterns. Thus, the presence of matching subunits
was tested when the subunits had to differ in relative location by less
than one dot-diameter, by less than two dot-diameters, and so on, in order
to be considered as matching in either number, orientation, or shape.
When subunit matches were obtained for one of these attributes, and the
four matching subunits were in the same relative location within their
patterns (based on the relative-location criterion), common-attribute
salience was computed by multiplying the frequency with which each of the
four matching subunits was circled when subjects parsed the four
patterns. For example, if four of the patterns belonging to Category A
(Patterns 1, 2, 7, and 8) had a rectangular subunit at the same relative
location, the salience of this common attribute was determined by
computing the product of how frequently the subunit was circled for each
pattern f x f2 x f7 x f8 ). Since the same four patterns could
have another shape in common (e.g., subunits forming right triangles), the
total common-attribute salience for the attribute of shape was the sum of
the frequency-products for each shape that was common to all four
patterns. Finally, the fourth root of the summed frequency-products was
computed in order to place the computation of common-attribute salience on
a scale that would reflect the relative salience of the matching subunits
within each of their patterns (the maximum value for each subunit, 16,
would be obtained if the subunit common to all four patterns was circled
by all 16 subjects for each of the patterns).

The above analysis was performed for eight sets of four patterns.
The analysis for the first four sets, A1A2A7A8, 81828788, C1C2C7C8, and
DID207D8, assessed common-attribute salience for patterns belonging to the
same category (recall that each subject parsed only one pattern from each
of the four categories). The analysis for the second four sets, A182C708,
A287C801, A7BSC1D2, and A8B1C2D7, assessed cannon-attribute salience for
patterns belonging to different categories. The latter four sets of
patterns represent only a sample of all possible between-category
combinations. In selecting this sample, we avoided between-category
combinations corresponding to the packets of four patterns presented to
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subjects in the parsing task (AlBiC1DI, A2B2C202, A7B7C707, and AB8C808).
For each attribute tested, we contrasted within-category and between-
category common-attribute salience for the no-training, concept-formation
training, and paired-associate training conditions.

2

Results

A number of different data analyses are reported in this section.
The primary analysis is of the parsing data, which provides our basic
evidence for the effect of category learning on the salience of attributes
shared by patterns belonging to the same category. Preceding the analysis
of the parsing data are analyses of acquisition rates, post-acquisition
recognition accuracy, and post-acquisition classification accuracy.

Insert Figure 3 About Here

Acquisition. All 128 subjects in the training conditions reached our
criterion of two errorless blocks of 16 trials. Subjects receiving
concept-formation and paired-associate training required an average of
14.4 and 8.0 trial-blocks (excluding the two errorless criterion blocks),
respectively, to reach the acquisition criterion. The advantage of
paired-associate training was statistically significant Ct(126)- 5.46,
< .001]. We also compared the two training conditions with regard to the
proportion of errors within each block of 16 trials. In order to control
for differences in response confusability in the two training conditions
(there were 16 different responses in the paired-associate condition,
compared with 4 in the concept-formation condition), the paired-associate
data were scored only for between-category acquisition errors (e.g., if a
subject responded "nickel" to a pattern that should have been called
*dime," they were told that their response was wrong, but we subsequently
scored it as correct). The mean error percentage rates per trial block
(all between-category errors) for the two training conditions are
presented in Figure 3. An analysis of variance based on the first 10
trial-blocks indicated that fewer errors were made in paired-associate
compared with concept-formation training [F(1,126) a 506.54, Y < .001, MSe

1568.87J. The significant interaction between training procedure and
trial-block CF(9,1134) - 7.04, y < .001, MSe - 114.84] reflected the
emergence of the paired-associate advantage in category learning after the
first block of acquisition trials. Because the two training procedures
differed with regard to the need for individual item learning, it could
be concluded that the paired-associate advantage resulted from enhanced
item learning. The proportion of all errors during paired-associate
training that were within the same category (e.g., calling a pattern
"Romem when the correct response was "Madrid") started at 29% for the
first block of trials, and gradually increased as practice proceeded.
This rate of within-category errors was consistently higher than the 20%
rate that would have occurred strictly by chance.

Insert Table 2 About Here
-
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Classification/recognition testing. The results of this testing
phase, which was interposed between the training and parsing phases of the
experiment, are sunarized in Table 2. The recognition data were analyzed
by converting hits and false alarms into d' scores for each subject. All
128 subjects receiving the recognition test discriminated novel category
members from previously seen category exemplars at a better than chance
rate. A comparison of the two training procedures indicated that d'
scores (based on false alarms for the novel patterns) were significantly
better for subjects receiving paired-associate training (mean - 2.9)
compared with subjects receiving concept-formation training (mean - 2.5),
[t(126) - 3.35, p < .002). Subjects receiving paired-associate training
also made significantly fewer false recognition responses on the base
patterns than subjects receiving concept-formation training tt(126) -
3.54, p< .001]. It should be noted that superior recognition performance
was obtained for the paired-associate condition even though subjects in
the paired-associate condition received fewer exposures to the original
(exemplar) patterns during training than subjects in the concept-formation
condition.

The classification data were very similar for the concept-formation
and paired-associate conditions. An analysis of variance on percent
classification errors indicated that the original/novel difference was
significant [F(1,62) = 202.95, p < .001, tSe - 130.85], but the effect of
training procedure [F(1,62) < 1.0, MSe - 187.49J and the interaction
between pattern type (original/novel) and training procedure CF(1,62) <
1.0, MSe - 130.85] were not significant. Although classification accuracy
was much lower for the novel than the original category members, subjects'
classification of the novels (33.2% error rate) was nonetheless much
better than chance (75% error rate). All 64 subjects classified the
novels at better than chance rate. The significance of these data is that
when subjects went on to the parsing phase of the experiment, their
ability to categorize the novel patterns was very similar following
concept-formation and paired-associate training.

Parsing. Our initial examination of the parsing data was concerned
with the extent to which there was agreement regarding the subunits
circled by each subject. We assessed intersubject agreement by counting
the number of different subunits circled by all 16 subjects parsing each
pattern and comparing this to the number of different subunits that would
have been circled had there been no agreement among the subjects (3 x 16
48). If all subjects were in complete agreement, the same three subunits
would have been circled by each subject, giving an agreement factor of
3/48 - .06; no agreement would be indicated by an agreement factor of
48/48 - 1.00. We found that category learning resulted in decreased
levels of intersubject agreement relative to the no-training condition.
The agreement factor was .35 for subjects in the no-training condition,
.45 for subjects receiving concept-formation training, and .46 for
subjects receiving paired-associate training. The increase in
intersubject variability was consistently observed for all 16 patterns
that were tested; a reversal was obtained for only one pattern, and then
only following concept-formation training.

As indicated in the Method section, our criterion for determining
whether a subunit was large enough for its orientation to be a
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psychologically important variable was that the two most distant dots in
the subunit were separated by at least six dot-diameters (more than half
the height and width of every pattern). In comparing the parsing data for
the no-training and training conditions, we found that large subunits were
more salient for subjects in the training conditions compared with
subjects in the no-training conditions. The percentage of subunits that
were large by this criterion were 19.0%, 30.9%, and 31.0%, for the
no-training, concept-formation, and paired-associate conditions,
respectively. With individual patterns serving as the random variable, an
analysis of variance indicated that the effect of training procedure
(no-training, concept-formation training, paired-associate training) on
the percentage of large subunits in a pattern was significant [F(2,24)
15.70, g < .001, MSe - 48.22), and further, that the interaction between
the training procedure and the category to which the patterns belonged
(A,B,C,D) was not significant fF(6,24) < 1.0, MSe a 48.22]. That is, the
effect of training procedure on subunit size was similar for all four
categories used in the experiment. Newman-Keuls comparisons indicated
that the physical size of subjects' subunits was significantly larger
following either concept-formation or saired-associate training compared
to the no-training condition, k< .05.

Insert Figure 4 About Here

In addition to increasing the salience of large subunits, category
learning increased the likelihood that patterns belonging to the same
category would share large subunits that were similar in orientation. The
latter was assessed in terms of "common-attribute salience." The
computation of orientational common-attribute salience for a set of
patterns required that all the patterns In the set contain large subunits
with orientations within 45 deg of each other. The computations were
performed for sets of four patterns (e.g., AIA2A7A8) from the same
category, and sets of four patterns (e.g., A182C7D8) from different
categories (see Method section for details). As can be seen in Figure 4,
common-attribute salience increased in all conditions as the relative-
location criterion was relaxed. The looser relative-location criteria
allowed more subunits to be considered as matching than the more stringent
criteria. Figure 4 also indicates that common-attribute salience
increased, relative to the no-training condition, as a result of both
concept-formation and paired-associate training. Increases were observed
for sets of four patterns from the same category (within-category) as well
as sets of four patterns from different categories (between-category).
The increase in between-category common-attribute salience as a result of
category learning could be attributed to the increased prevalence of large
subunits, which increased the likelihood of large subunits of similar
orientation occurring by chance. Most importantly, common-attribute
salience for patterns from the same category was greater than the
baseline/chance level observed for patterns from different categories for
subjects in the two training conditions, but there Was no difference from
baseline for subjects in the no-training condition.4

An analysis of variance was performed in which the random variable was

the set of four patterns analyzed for orientational common-attribute
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salience. There were four sets of four patterns in the within-category
condition (AlA2A7A8, B1BB788, etc.) and four sets of four patterns in the
between-categ)ry condition (A182C708, A287C801, etc.). The analysis of
common-attribute salience indicated that the interaction between training
procedure (no-training, concept-formation training, paired-associate
training) and the type of pattern set (within-category vs. between-
category) was significant F(2,18) - 16.38, y < .001, MSe - 5.18). This
interaction was not significantly affected by the relative-location
criterion used to determine whether there were matching subunits within
each set of four patterns tested. That is, the three-way interaction
between training procedure, type of pattern set, and relative-location
criterion was not significant tF(16,144) < 1.0, MS. - 0.231. Tests of
simple effects indicated that the effect of type of pattern set (within-
category vs. between-category) on common-attribute salience was
significant following concept-formation training IF(l,18) - 15.11, 2 <
.002, MSe a 5.18), and was also significant following paired-associate
training CF(1,18) - 10.13, y < .02, MSe - 5.18), but was not significant
in the no-training condition CF(1,18) < 1.0, MSe - 5.18]. Finally, the
overall effect of training procedure on common-attribute salience was
significant [F(2,18) - 22.42, p < .001, MSe - 5.18], with subsequent
Newman-Keuls comparisons indicating that common-attribute salience was not
statistically different in the concept-formation and paired-associate
conditions, E > .05, and also, that both training conditions resulted in
higher levels of common-attrlbute salience than the no-training condition,
< .05.

Discussion

Although large subunits increased in salience as a result of category
learning (relative to the no-training condition), we did not consider this
sufficient evidence for perceptual learning. The increased salience of
large subunits could have been due to a general learning strategy elicited
by our category training procedures; there may have been a bias to
emphasize large pattern-parts. Stronger evidence for perceptual learning
would be obtained if it could be demonstrated that increases in attribute
salience were specific to the pattern information acquired during category
training. Our primary evidence for perceptual learning was therefore
based on the orientational similarity of subunits (parts) of patterns
belonging to the same category. As a result of category training, we
obtained an increase in the salience of large subunits that were similar
in orientation for patterns belonging to the same category (a comparable
increase was not obtained for patterns belonging to different categories).
In concluding that we have evidence for perceptual learning, we are not
arguing that subjects' perception of the natural grouping of elements in a
pattern has changed. Rather, our claim Is that we have detected an
attribute, common to members of the same category, whose likelihood of
being noticed increased as a result of category learning.

Experiment 2

A possible limitation in interpreting the results of Experiment I
concerned the no-training condition. In contrast to subjects in the
concept-formation and paired-associate conditions, subjects in the no-
training condition parsed the patterns without knowing that they were
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potentially members of contrasting categories; they were told that the
pattern-parts they circled should reflect their perception of natural
groupings of dots within each pattern. Our objective in choosing the
instructions for the no-training condition was to assess attribute
salience when each pattern was treated as an individual, independent of
its relationship with any other pattern. It could be argued, however,
that the way subjects parsed the patterns in this condition was peculiar
to our instruction concerning "natural groupings of dots," and had nothing
to do with their lack of knowledge (or training) concerning the category
membership of the patterns. That is, the no-training parsing data might
not have differed from the post-training parsing data if we had instructed
our no-training subjects differently.

In this experiment, subjects again parsed the patterns without
knowing that they were members of different categories (recall that each
subject parsed only four patterns, one from each of the four categories).
However, in contrast with the no-training condition of Experiment 1,
subjects were instructed to circle groups of dots in each pattern tha
made the four patterns in each packet look different from each otheri
In this way, the instructions focussed on a potentially important aspect
of the relationship among our patterns, the attributes that could
potentially discriminate among member of contrasting categories, but
without introducing the extensive category training provided by the two
post-training conditions of Experiment 1. We measured the level of
intersubject agreement, determined the salience of large subunits, and
assessed orientational common-attribute salience for sets of four patterns
from the same category and sets of four patterns from different
categories.

Method

The patterns used in this experiment were identical to those used in
the parsing phase of Experiment 1. The packets of four patterns given to
subjects and the general instructions regarding parsing the patterns into
clusters were the same as in Experiment 1. The only difference in
procedure compared with the no-training condition of Experiment I
concerned the instructions. As indicated above, subjects were instructed
to circle groups of dots in each pattern that made the four patterns in
each packet look different from each other. They were told to examine all
the patterns before beginning to circle groups of dots for the first
pattern in the packet. Sixty-four subjects, all tested in large groups,
provided the data for this experiment. All were undergraduate students at
Florida Atlantic University who had no previous experience with the
patterns or foreknowledge that the research was concerned with category
learning.

Insert Figure 5 about here

Results

Intersubject agreement was similar to that observed for the training
conditions of Experiment 1 (.44 in this experiment compared with .45 and
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.46 for the concept-formation and paired-associate conditions of
Experiment 1). The salience of large subunits was similar to that
obtained in the no-training condition of Experiment 1; 21.2% of the
subunits were relatively large, compared with 19.0% in the no-training
condition of Experiment 1. Over-all levels of orientational common-
attribute salience were greater than the levels observed for the
no-training condition of Experiment 1, but there was no difference in
comon-attribute salience for sets of patterns from the same category and
sets of patterns from different categories (see Figure 5). An analysis of
variance indicated the type of pattern set (within-category vs.
between-category) did not significantly affect common-attribute salience
[F(1,6) < 1.0, MSe - 4.94). Furthermore, this result was not influenced
by the relative-location criterion; the interaction between the type of
pattern set and the value of the relative-location criterion was not
significant [F(8,48) < 1.0, MSe - 0.22).

Discussion

Although large subunits were no more salient in this experiment than
in the no-training condition of Experiment 1, over-all levels of
orientational common-attribute salience were greater in this experiment
(i.e., the large subunits were more l!kely to be similar in orientation).
However, the absence of a difference in common-attribute salience for sets
of patterns from the same category and sets of patterns from different
categories indicated that the relatively high level of common-attribute
salience (compared with the no-training condition of Experiment 1) was not
meaningfully related to the category structure of the patterns. We could
conclude, therefore, that the results obtained in the no-training
condition of Experiment 1 did not depend on our use of instructions that
treated each pattern as an individual, independent of Its relationship
with any other pattern. Even with instructions emphasizing the
relationship anong the four patterns being parsed (the differences among
them), there was no indication that the orientation of large subunits was
a precategorically salient attribute that was more likely to be shared by
members of the same category compared with members of different
categories.

Experiment 2 was similar to the no-training condition of Experiment I
in that every subject parsed four patterns, one from four different
categories. The difference from the first experiment was in the
instructions given to subjects prior to parsing the patterns. In
Experiment 3, which follows, subjects again parsed four patterns, but now
each pattern belonged to the same category. This allowed us to use
instructions similar to the parsing instructions that were used following
category training in Experiment 1. That is, subjects were told that their
clusters should reflect ways in which the four patterns were similar to
each other (subjects in the training conditions of Experiment I had
actually learned the categories and were therefore instructed to form
their clusters to reflect ways in which each pattern resembled other
members of its category). The instructions for Experiment 3 therefore
focussed on another potentially important aspect of the relationship among
the patterns, the attributes that were potentially shared by members of
the same category, again without introducing the extensive category
training provided by the two post-training conditions of Experiment 1.
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Experiment 3

Method

The patterns used in this experiment were identical to those used in
the previous experiments. However in this experiment, the packets of four
patterns given to subjects all came from the same category. There were
16 packets comprising patterns AlAZA7A8, 16 comprising patterns BBBB8,
16 comprising patterns C1C2C7C8, and 16 comprising patterns D1020708. The
four patterns in each set were presented in four different, counter-
balanced orders. As indicated above, subjects were instructed to circle
groups of dots in each pattern that made the four patterns in each packet
look similar to each other. They were told to examine all the patterns
before beginning to circle groups of dots for the first pattern in the
packet. Sixty-four subjects, all tested in large groups, provided the
data for this experiment. All were undergraduate students at Florida
Atlantic University who had no previous experience with the patterns or
foreknowledge that the research was concerned with category learning.

Insert Figure 6 about here

Results

The parsing data indicated that the level of agreement regarding the
subunits circled by each subject (the agreement factor was .41) was
intermediate to the agreement factors obtained in the no-training and
training conditions of Experiment 1. The salience of large subunits was
again similar to that obtained in the no-training condition of Experiment
1; 21.7% of the subunits were relatively large, compared with 19.0% in the
no-training condition of Experiment 1. Despite the relatively low
salience of large subunits, over-all levels of orientational common-
attribute salience were similar to those obtained for the training
conditions of Experiment 1, and common-attribute salience was greater for
sets of iatterns from the same category compared with sets of patterns
from different categories (see Figure 6). This difference, however,
depended entirely on the comunon-attribute salience obtained for patterns
from one of the four categories (Category C). Excluding the latter, there
was no difference in comnon-attribute salience for patterns from the same
and different categories. The absence of reliability across items was
reflected in the analysis of variance, which indicated that the type of
pattern set fmr which attribute-matches were obtained (within-category vs.
between-category) did not significantly affect common-attribute salience
[F(1,6) - 1.34, > .05, MSe - 20.10]. This result was not significantly
influenced by the relative-location criterion; the interaction between the
type of pattern set and the value of the relative-location criterion was
not significant EF(8,48) < 1.0, MSe - 0.55].

Discussion

Large subunits were no more salient in this experiment than in
Experiment 2 or the no-training condition of Experiment 1. Over-all
levels of orientational common-attribute salience were again relatively
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large compared with the no-training condition of Experiment 1, but
orientational common-attribute salience for patterns from the same
category was not reliably greater than the baseline/chance level observed
for patterns from different categories. It was not surprising that the
analysis of common-attribute salience yielded results that resembled
(though unreliably) those obtained for the training conditions of
Experiment 1. By providing each subject with four patterns from the same
category, and asking them to look for similarities among them, we were in
effect providing them with an opportunity to learn something about the
categories. Nonetheless, large subunits remained relatively low in
salience and similarities in subunit orientation appeared to be noticed
only for patterns from one category.

We have therefore supplemented the no-training condition of
Experiment 1 with two conditions in which subjects were instructed to
emphasize relationships among the four patterns that they parsed; one
condition emphasized differences among potential members of contrasting
categories (Experiment 2), the other similarities among potential members
of the same category (Experiment 3). Both of these relationships were
relevant to analytic category learning, which requires the abstraction of
attributes that are more likely to be shared by members of the same
category (similarities) than members of contrasting categories
(differences). The results of these experiments therefore indicated that
large subunits (pattern-parts) were not precategorically salient, and
there was no precategorical disposition for the orientation of large
subunits to be more similar for sets of patterns that were to become
members of the same category compared with sets of patterns that were to
become members of different categories. We can conclude, therefore, that
the category learning provided by the concept-formation and
paired-associate training procedures of Experiment 1 was responsible for
the increased salience of large subunits that were similar in orientation
for patterns belonging to the same category.

General Discussion

Our perceptual learning hypothesis was framed in conjunction with an
analytic category learning strategy, which emphasizes the search for
attributes that are diagnostic of category membership (Brooks, 1978).
Evidence for perceptual learning was obtained under training conditions
that emphasized analytic category learning (the concept-formation
condition), but was also obtained under training conditions which appear to
have induced an item-learning strategy (the paired-associate condition).
Evidence for the latter came from an examination of the acquisition and
classification/recognition data for the two training conditions of
Experiment 1.

The acquisition data indicated that paired-associate training
resulted in faster category learning than concept-formation training,
despite the former having a more complex stimulus-response mapping than
the latter. This result was consistent with previous research indicating
that when stimuli belonging to the same category are sufficiently
dissimilar, acquisition can benefit from a training procedure that
requires learning the stimuli as individual items (Brooks, 1978; Medin et
al., 1983). Better recognition accuracy (original/novel discrimination)
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following paired-associate compared with concept-formation training
provided further evidence that the former was more facilitative of item
learning. Despite these differences, subjects in the two training
conditions were alike with regard to their ability to classify previously
seen and novel category members. They were also alike with regard to
their parsing of the patterns. For both training procedures, patterns
belonging to the sane category increased in their tendency to share large
subunits that were similar in orientation (relative to the no-training
condition). Evidence for the abstraction of shared attributes was
therefore obtained in both training conditions, even though subjects
appear to have adopted an item-learning strategy in the paired-associate
condition.

Although Brooks (1978) characterized abstractive strategies as
analytic and item-learning strategies as nonanalytic (and presumably
nonabstractive), the results obtained in the paired-associate condition
indicate that the abstraction of attributes shared by members of the same
category is not empirically incompatible with item-learning. In another
study, Hock, Tromley, and Polmann (1986) argued that the long-term
retention of previously learned category exemplars may be functionally
dependent on the abstraction of shared attributes; attributes shared by
members of the same category could facilitate the retention of individual
patterns by providing organizational Olinks" among the memory
representations corresponding to the previously seen category members.
Also, Hock, Smith, Escoffery, and Bates (1986) found that superficial
pattern details that might be expected to be encoded in a nonanalytic,
pictorial format, are abstracted from patterns in the same way as
attributes shared by patterns belonging to the same category.

The results of these experiments, together with those of the present
study, suggest that category learning might always be analytic. The
category learner may abstract attributes shared by members of the same
category and/or attributes that are unique to particular category members.
Differences in within-category and between-category similarity, as well as
differences in training procedure, could influence the extent t9 which the
category learner abstracts shared vs. item-specific attributes.I
Furthermore, both the shared and distinctive attributes could be stored in
exemplar format (as argued by Medin and Schaffer, 1978), or the shared
attributes could be stored in separate, central representations (as
maintained by investigators going back to Bartlett, 1932). In either
case, the information retained would be in the form of abstracted
attributes.

Our concluding discussion concerns the issue of intersubject
agreement. The results of the present study indicate that perceptual
learning took place in the absence of increases in intersubject agreement.
This result is of interest because levels of intersubject agreement on the
attributes that characterize various objects or concepts has emerged in
the literature as an important empirical index of category knowledge
(Rosch & Mervis, 1975; Rosch, Mervis, Gray, Johnson, & Boyes-Bream, 1976;
Tversky & Hemenway, 1983, 1984; Murphy & Wright, 1984; Rlfkin, 1985).
Murphy and Wright's (1984) paper is particularly relevant to the present
study. They report the results'of an attribute-listing experiment for
three diagnostic categories of childhood adjustment problems; subjects
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were required to provide verbal lists of the attributes of each adjustment
problem. Instead of studying the acquisition of these categories, they
compared the attribute listings generated by individuals with varying
levels of real-world expertise (ranging from supervisors in a residential
treatment program to students in undergraduate psychology courses).
Murphy and Wright (1984) found that intersubject agreement on the
characterisic attributes of these disorders increased with higher levels
of expertise, but the extent to which these attributes differentiated
among the three categories actually decreased with expertise.

Murphy and Wright's (1984) results suggest that there may be a
problem with the assumption, implicit in experiments using the attribute-
listing technique, that intersubject agreement is the hallmark of category
knowledge. Central to this assumption is the expectation that category
learning should result in increased intersubject agreement concerning the
attributes that are diagnostic of category membership. However, Murphy
and Wright (1984) found that increased intersubject agreement was not
accompanied by increased salience of attributes that discriminate among
contrasting categories, and we have found in the present study that an
increase in the salience of attributes shared by members of the same
category was obtained without an increase in intersubject agreement.

A critical factor affecting changes in intersubject agreement as a
result of training may be the number of attributes that are potentially
diagnostic of category membership. If intersubject agreement is to
increase as a result of category learning, then the number of potentially
diagnostic attributes for the category must be relatively small. The
larger the number of potentially diagnostic attributes for category
learners to choose among, the greater the likelihood that they will
disagree regarding the particular attributes they select as diagnostic of
category membership. For the dot patterns used in the present study, the
number of attributes that were potentially diagnostic of category
membership was likely to have been quite large. Each dot, each pair of
dots, triplets, etc., and the relations among them, could ultimately
generate a vast number of attributes, many of which could have been
diagnostic of category membership. The presence of so many alternatives
would make it unlikely that category learners would select the same
attributes in learning the categories. Consequently, their level of
intersubject agreement did not increase, and may have decreased as a
result of category learning.

Despite the general disagreement among subjects, we obtained evidence
that category learning resulted in patterns belonging to the same category
sharing parts that were similar in orientation. This evidence was a
consequence of there being at least some agreement among subjects. It was
not logically necessary for there to have been any agreement; each subject
could conceivably have discovered unique attributes that were shared by
members of the same category. From the point of view of our research
effort, we were fortunate that there was some agreement that emerged
despite the tendency toward increased intersubject variability; otherwise
we wouldn't have detected the presence of perceptual learning. We were
likewise fortunate to have analyzed subunit-orientation; otherwise we
wouldn't have hit upon the shared attribute discovered by some of our
subjects.
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In conclusion, it would be reasonable to ask why investigators,
beginning with Rosch and Mervis (1975), have been so successful at
obtaining high levels of intersubject agreement regarding the attributes
of objects, concepts, scenes, and events. It may be that levels of
intersubject agreement in these studies have been overestimated because of
the verbal listing technique these investigators used to identify the
attributes. We argued previously that the level of intersubject agreement
regarding the attributes of a stimulus depends on the number of attributes
that were potentially diagnostic of category membership prior to category
learning. A second, related factor concerns the extent to which the
measurement technique constrains what subjects can indicate about a
stimulus' attributes. While all measurement techniques, including our
own, are to some extent constraining, the verbal listing technique may be
excessively constraining in that it restricts the subjects to identifying
attributes which lend themselves to brief verbal description. As a
result, the number of alternative attributes that are verbally associated
with an object, concept, scene, or event will be relatively small, and the
potential for intersubject agreement is enhanced. Whether subjects agree
or not may tell us more about the constraints inherent in the attribute-
identification technique than it tells us about their category knowledge.
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Footnotes

lWe are grateful to John Jonides for his valuable suggestions
concerning the methodology used to establish the relative location of
matching subunits in different patterns. The location of each subunit
was determined relative to the centroid of its pattern in order to
provide a frame of reference that would adjust itself to differences in
the distribution of dots within each pattern.

2We thank Michael Lilie for writing the computer program used to
analyze for common-attribute salience in subjects' parsing data.

31n addition to being physically larger, the subunits circled by
subjects following category training tended to incorporate more dots
than was the case in the no-training condition. Whereas the percentage
of subunits with one or two dots remained virtually constant at 30%, the
percentage of subunits with four to seven dots increased from 27% in the
no-training condition to 31% and 36% in the concept-formation and
paired-associate conditions, respectively. The average number of dots
in each subunit was relevant to our measurement of intersubject
agreement because it affects the chance rate of agreement; increases in
the number of dots per subunit reduce the number of alternative ways in
which a pattern can be parsed into three subunits (this is the case
regardless of whether the subunits overlap, as they could in all
conditions). Although this would have biased our results toward greater
intersubject agreement for the training conditions, we found that
intersubject agreement decreased rather than increased as a result of
training.

4Similar analyses of two other attributes, the number of dots in
each subunit and the shape of each subunit, indicated that changes in
common-attribute salience as a result of category learning were no
different for sets of four patterns drawn from the same category and
sets of four patterns drawn from different categories.

5We considered making the instructions more parallel to those
used in the training conditions of Experiment 1 by telling subjects that
the patterns belonged to different categories. We decided not to do so
because introducing the idea of category membership would have required
instructional elaborations that might have distracted subjects from the
main purpose of the experiment. Similar considerations influenced the
choice of instructions for Experiment 3.

6Medln, et al. (1978), using a paired-associate procedure
somewhat different from the one used in Experiment 1, have reported a
case In which learning to identify individual category members was
inconsistent with the abstraction of shared attributes. The use of a
wide variety of training techniques and stimulus materials would be
required in order to fully map the relationship between the abstraction
of shared and Item-specific attributes.
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Table 1

Assignment of response labels to visual categories for concept-formation
and paired-associate training with either the (1-4) or (5-8) subset of
category members.

Concept-Formation Training

Category Members

Category 1(5) 2(6) 3(7) 4(8)
A red red red red
8 green green green green
C blue blue blue blue
D yellow yellow yellow yellow

Paired-Associate Training

Category Members

Category 1(5) 2(6) 3(7) 4(8)
A red green blue yellow
B Paris Rome London Madrid
C penny nickel dime dollar
D April June March August
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Table 2

Experiment 1: Percent classification and recognition errors for
previously seen (original), novel, and base patterns following either
concept-formation or paired-associate training.

Training Test Classification Recognition
Procedure Patterns Errors Errors

p

Bases 12.5 56.7
Concept-

Originals 5.1 10.9
Formation

Novels 32.4 20.2

Bases 15.6 39.5
Paired-

Originals 3.7 7.4
Associate

Novels 34.0 14.3

( -

S
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Figure Captions

Figure 1. The four base patterns and the eight members of each category
that were generated from these base patterns.

Figure 2. The procedure for generating the membership of each
category.

Figure 3. Experiment 1: The percentage of between-category errors, per
trial block, during concept-formation and paired-associate training.

p

Figure 4. Experiment 1: Common-attribute salience for sets of four
patterns that were members (or potential members) of the same category
(within) or different categories (between). Communality was based on
corresponding subunits being similar in orientation and in the same
relative location for all four patterns (the latter was determined over
a wide range of relative-location criteria). Subjects in the
no-training condition looked for "perceptually natural" subunits in
parsing each pattern. Subjects in the concept-formation and paired-
associate conditions looked for subunits reflecting resemblances with
other category members in parsing each pattern.

Figure 5. Experiment 2: Common-attribute salience for sets of four
patterns that were potential members of the same category (within) or
different categories (between). Communality was based on corresponding
subunits being similar in orientation and in the same relative location
for all four patterns (the latter was determined over a wide range of
relative-location criteria). Subjects looked for subunits reflecting
differences among the four patterns that they parsed.

Figure 6. Experimert 3: Common-attribute salience for sets of four
patterns that were potential members of the same category (within) or
different categories (between). Communality was based on corresponding
subunits being similar in orientation and in the same relative location
for all four patterns (the latter was determined over a wide range of
relative-location criteria). Subjects looked for subunits reflecting
similarities among the four patterns that they parsed.
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The category effect in visual search:
Practice effects on catch trials

HOWARD S. HOCK. ALAN ROSENTHAL, and PHILIP STENQUIST
Florida Auine Uanvrsiiy. Rome RAwo, Florida

Two experiments involved searching for digit or letter target. in displays of letters. On & catch
trial following between-category search (for a digit among letters), a digit other than the target
was presented in the display. The occurrence of incorrect target-prseant responses and slow, cor-
rect target-absent responses on this catch-trial decreased an the amount of preceding practice
increased. This practice effect was not accompanied by shifts in decision criteria predicted from
explanations of the category affect that streas between- and within-category differences in physi-
cal resemblance. Also, the effect of practice an catch tirials was not accompanied by changes in
speed of category-level vs. specific 4.vel identification predicted from level-of-identification ex-
planations of the category effect. An alternative explanation was propoaed& It distinguished be-
tween attention to attributes shared by members of the target's category (resulting in the catch -
trial effect) and attention to attributes specific to the target (resulting in its elimintion as a
fuinction of practice).

Tae alphanomeric cattegory effect refers to evidence that More recent explanations of the cmegory effec have
subjects can search throughl a display for an alphanumeric focused on bow the discriminability of the target from aca-
target at a faster rame when the nontarget items in the dis- target items in the display affects the speed with which
play belong to a different category from that of the target items can be rejected as niontargets Gleitnan and Joaides
than when they belong to the sam category as the target. (1978)Uhve argued that display items represented by both
This difference in search rate is indicated by a smaller category-level and specific-level codes can be more as-
effect of display size on target-present andi tairget-absent ily rejected as nontargets when they differ from the item
reaction time for between-category than within-category being searched for by both dw cuegory-level and specific-
search. level-codes (as in betweencategory seutc) than when they

The original explanation for the category eft focused dife by only the specific-level code (as in within-category
on the level of identification for the items; in the display. sorch). Dunican (1983) has argued that the alphanumeric
Brand (1971), Ingling (1972), and Gleitmaa and Jonides category effect is due to differences in between-category
(1976) proposed that between-category search raze was and within-category resemblance. That is. on the aver-
faster than within-catetgory search rate because category- age, members of the digit and letter categories resemble
level identification of the target is easier than specific- members of their own category morm than they resemble
level identification. As a result of this assumned difference members of the other category. As a result, between-
in difficulty, Jouides and Gleimisn (1972) and Egeth, category search would be faster than within-category
Jonides, and Wall (1972) have suggested tha the caegory- search because items in the visual display are easier to
level identification of the target can be based on parallel reject as niontargets when they are easily discrimninated

prcsigof display items (as in between-category frt the target (as in the between-caegory co t ion) than
searh), whiereas the specific-level identification of the when they are relatively difficut to discrimnati, from the
target requiresi seral processing of thie display items (as target (as in t within-category condition). Dunican's
in within-category search). However, evidence that (1983) physical-resemblance explanation of the category
specific-level identification is faster (Dick, 1971) and effect was based on his failure to replicate Jonides and
more accwurz (Nwckeson. 1973) than category-level Wden- Glcitnan's (1972) oh-zero effect and Corcoran and Jack-
tification directly contrdicts the assumption that category- son's (1977) evidence that the difference in search rate
level identification is easier, for beween-category and withint-category conditions was

elimiinated when both conditons involved targets that were:
1Me amamb amil is c psWa n pponed by Qiem DAIIC19- difficult to discriminate from noncarget item in the dis-

794-000 oid MDASO3--C-0317 tao. da Army 0mu turon. play. The lawte result, which has also been reported in
The. uitn Oiak Clay Cavedo uad Gould O'Rout for imir help is a recent, experiment by Krueger (1984), provides strong
5551y2281 US -1~ dm.a SAW LaMt MakUS. Jdm' Dm. ad support for Duncan's (1983) explanation Of the categorY
bJmaui For dniutst cmitly tAas Stdir M51, a Ua'l" effect, but is not consistent with explanations that assumfe

The sdadlin ouo. ctdw xm s Dew= u.om ydh , that performance in the visual search task is based on a
Floids Atairn Ualwasy, Smc Ratom, FL 33431. search through category-level and specific-level mnemory

73 Copyright 1985 Psychonomic Society, Inc.
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coda for the iesin a display (Fratolini A Egeth, 1979; criterion. If practice results in the development of a less
Gleitman & Jonides, 1978). Implicit in these memory- stingew decision crteion, subjects' rame of fase alarms
search explnnato.s the assumption that the pertnan would increase. 71is change should be accorrpanied by
di.frencs in betweeni-category and within-category a decrease in the time spent processing each display ite
search do not depend on differences in the relative on the standard trials preceding the catch trial. The litter
difficulty of category-level or identity-level coding of dis- would be indicated if practice speeded up the search rate
play items. This implies that matchinig between-category on standard between-category trials. Slower seach rates
and within-category conditions in target-to-nontarget and fewer false alarmrs on catch trials would be expected
meImblaaat shouldl to eliminate the category effect. The if a more stringent decision criterion developed with
result of Corcoran and Jackson's (1977) and Krueger's practice.
(1984) experiments indicate thai this is not the case. Our method of evaluating the level-of-identification ex-

T7he experiments reported in this paper examined a planation was somewhat different. In Experiment 2. we
phenomenon associated with the category effect, namely used the difference in reaction time between particular-
subjects' tendency to make fale-alarm errors on catch digit search (e.g.. look for a -4") and any-digit search
trials. In standard between-category search, there are no (look for any digit) to infer specific-level target identifi-
trials in which the display includes an item that belongs 'canion. According to the level-of-identification explana-
to the same category as the target(s) without that item's dion. this difference should decrease (indicating category-
corresponding to one of the target characters specified level target identification) as the catch-trial effect in-
prior to the display. The coach tral violates this rule. For creases.
example, if the targets specified in between-category
serc mma '2" and "4." the display might include a EPRDM 1
"3" among an array of letters. When Gleitman and

Lonides (1976) presented such a catch trial (there were Duncan's (1983) version of the physical-resemblance
six items in their catch-trial display) aftr 192 standard explanation was proposed only, for the case in which one
between-categorty trials, they found that 14 of 16 subjects target character is specified prior to each trial. He argued
made Wwsealarm responses. In contast no subjects in that, wben more than one character is specified prior to
the within-category conition made a fase-alarm response a trial, performance in between-category search is based
when the 193rd trial included a norrurget item that had on the category-level identification of the display items.
previously been used only as a target. Since Gleinna and Jouides's (1976) catch-trial data were

The catchi-trial effect, like the difference in the rate of obtained when two targets were specified prior to each
between-category and within-cteoy search, can be ex- display, the starting point for our research was to test the
plained by either the level at wich display items ame iden- catch-trial effect under conditions in which each display
tified or the physical resemblance between target and non- was preceded by the specification of only one target. If
targot items. 'fle level-of-iemfication explanation would the catch-trial effect bad not been obtainied, it would have
attribute the catch-tria effect in between-category search provided strong support for Duncan's (1983) argument
to subjects' initiating a target-present ("yes") response that category-level identification does not occur when
when they detected an item belonging to the target's between-category search involves only one target. Since
category, without first identifying that item at the specific the catch-trial effect was obtained, we had the opporru-
level. T7he physical-resemblance explanation would awtib- nity to observe whether practice would influence the size
ute the catch-tral effect to the perceptual, confusion of the of the catch-trial effect.
target with the nonrarget item in the display that was most
dif&Wut to discriminate from the target, viz, the ie that Method
belonged to the target's category. Prior to the catch trial, Subjints. A total of 48 sabjc. undergroduam sad et Florids
most of the nontarget itemns in the between-category con- AIOI Uivemy. voisiard p ttcipad to dis e.Winnt. FachI

ditin wre issmila tothetaret (heybelnge t a s paid S2.ditin wre -asiilsto he trge (tey bloned o a StIoug. The experiment involved both berween-categot and
different category). Subjects could therefore adopt a reWa wihnctgr serb Subjects working to the betwreen-categloty
tively loose criterion in deciding whether items in the dia- condition looked fr a single target drawn from aset of eight po-
play corresponded to the target, resulting in a high likeli- sable digits: 2 trgh 9. Subjects working in the widhin-categor
hood of their makig a false-alam response on t condition looked for a single aft" drawn rn a set or eighst pos-
unxece catch tralible target letters: A. B.0G. L P. R. S. said Z. The notarget itrn

in both bueee-category Ad widais-categow displays were drawnThe experiments reported in this study exai he from the so: C, 0. E. F. H. 1. XC. M. N. 0. V. Y.' The1 target
effect of practice on the catch-trial effect. Regardless, Of and sontarget characters were the samne as thoue used by Oliitam
whether practice increases or decreases the effect, we And Jotudes (1976).
could examine the implications of this change for perfo- Each display compised 1. 2.4, or 6 charaters whose possible

mnane o thestadardtrils receingthe atc tril. c- locations wer defined by the 12 locationis af an imnaginary clock*
cont the pstadialrebcen tecactial ofc- face. For displays that included a target character. each of the eight

corin toth ph~ial-esmbanc eplaaton f he targets in either b"enicategor or within-cateory search was
category effect, a change in the rate of false alarms on presnted esaily often a each of the 12 ,lc posadot.. yieduiS
the catch trial would be due to a change in decision 96 targa-peusen dislays. Noimart tevn -ms signed to each
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targert-presents display to cre the display sizes of 1. 2. 4. or 6 limited the presentation of cacd slide to 200 misec. When viewed
characters (there wts 24 of ecb display se ins target-preset from a distance of 90 cm. each alphaisurneric character inercepted
condition). The sinmrge lanr were randomly selected fromr the a visual angle of 0.2* (boruisualay). The imainary clockface used
s of 13 niontarget letters indiaed. above. They wers assigned ran- so construct the d&spays wa anerd a the point of fixaion. which

donily to varnous clockface locations. but with the following conk- was marked as the screen. Uf die clockface bad been real. it would
smrists: (1) Therewere no repetitions of nomarget leters within have intercepted a visual angle of 3.4*.
a single display. (2) one nontarget letter was always placed in the Each tril began with the experimenter, verbally specfying a tar-
position diainisticaLly opposed to the uarget (except for the one-item get. This wee followed by the advance of the slide ny, which
display) in order to maintain a constant visual angle. ad (3) each provided as~c with a widitmy signal so look a die dion point.
sionarget loacppesraid squally often. This set of 96 urge-present The subjects wase inaiice to respond a quickly as possible, and
displays was matchied by another set of 96 target-absent dsisys were informed that sooe errors were expected. Corrective feed-
that were c 'mdby sibsisins. for each target a randomly selected back was provided after each error.
loser from the set of 13 nocurget letters (once again with the re-
striction that the same claracte could not appear mome than once Reauts
in each display).- This reulted insa total set of 192 dislys. each
involving black characters (Univers 53) presented on a white bak Mean reaction times for correct responses and percen-

- tage errrs. excluding the data for the catch trials, arm
',be stimuslus presented immediately after the experimental is- presented in Table 1. The reaction te results were con-

quence was the catch trial, which was identical for each subject. simaet with dat geeral alphanumeric catgory effect. That
There west six display itms onthistrial. In ithe encategory is. the effect of display size on reaction time was less for
condition. the ttare specid prior to the display was a -3-* and bewe-ct r donfo within-category search. Anal.
the digit presented in the display was a -5. In the within-calegor
condition, the target specified prior to the catch-trial was an "A" yses ofvai~las o n "yes" and "no" reaction times
and the display included the leoner -B.'- The latter represented the indicated thai the interaction between display size (1, 2,
first, ianm a whf a knam that bad theretoibre bae used only 4, and 6) und P , - condition (berwan vs. within) sis-
as a onge was; being used as a notget item in a display. aifiansly affected performance for Groups 96 and 1912

flsip. Subets e required torespond"e"when ietar' [F(3.66) - 9.23, p < .001. M e - 2,794.0. and F(3,66)
#ot specified prior to ecb mel appeared in the display. Otherwise.
theyweresorespond -0no"With the exceptionof the catch trial - 18.71, p < .001, M e - 2.053.7. repectvely).MAso
a the end of the experimnental susion. if th spfed tage -- Significant WAS tbe interaction between display size and
not present in the display, no other member of the arget st was response (yes vs. no) [F(3,66) - 4.90. p <.005. MSe
present. - 1.861.2. and F(3.66) - 9.62. p < .001, Me -

The set of 96 target-prosem an 96 uarget-asam stmii wa or- 2.375.7. respcively). Thw latser reflected the typical find-
doted ranodomly within four blocks of 48 tsw. Matching - _htteefc f sz i mle hntetr
wso generated for the between-category an wibt-aa . ins feto displaysies nsrwb tea-
dinons. Represented within echb block of 44 were a equal num- gti rsn hnwe h re sasn.Teaa'
ber of target-present and target-absem displays for each of the four sis of variance for Group 192 also included practice as
dispiay size. which were also squally represemec. Each block of a facor, we contrasted performance for the first and! se-
48 included, in random order. 24 dii tbsrqie "a: cond block of 96 trials. P0ractice did not moderat the
responses (target-present displays) and 24 that required "no" category effect, the three-way interaction between prac-
responses (target-asam displays).

On.- Iroup of 24 subject received Two blocks of 48 trials tice. search condition, and display size was not signifi-
(Group %); asecond group of subjects received four blocks of 48 cant (M(.66) - 1.21.p > 05. MSe - 1.562.11. Prac-
truia Group 192). Within each group. 12 subject; peruczpatedl in tice, however, did improve searh rates: the interction
between-category search and 12 participated in within-categlory between practice and disp,.y size was significant fF(3.66)
search. For Group 192. fouroiders of the four blocks of 43 trials -4.01.p<0.Me-1521.Aloprcietnd
were formed (Latin square), with each subject assigned to one of -- ~<.5 ~ .6.1 lo rcietne
the four orders. The catch meil was presented as the 193rd tess. to reueh difference in reaction time between "yes"
The two blocks of 48 trials presented to subjects in Group 96 were and "no" responses: the sMeracon between pracice and
balanced so that all 192 displays presented so-Group 192 were response was significant EF(l.22) - 5.43, p < .05. MSe
equally rernteI in the data collected for Group %6. The catch = 2,392.3). An examination of the error darn provided
trial for Gm*i 96 was presned onthe7tb trial. As in Group 192. no evidence that the above results were due to subjects'
each of the four blocks of 48 nuial preceded the catch trial equally
often. The main expefimen trials were preceded by 48 warm-up adopting differential speed-accuracy criteria in the van-
trial for both Group 96 and Group 192. otis experimental conditions.

hroendura . At the start of the experimentl session. sabiects were Having obtained evidence for the typical alphanumleric
shown the uarget sod tinarget characters that were to be presented cateory effect. the main purpose of tie experimnent was
in the exeriment. They wr informied that the display 5ia w~ould to assess performance on the catch trial. None of the
vary in ano mitnner. and that a target would be vebal sln Group 96 or Group 192 subjects in the within-category
flad prior to each display. When the specified target was pro= c~ n ~ yr ntecac ra ortebten
in the display. the sujawt were istsructed to respond by pressing codiio maeerr ntecth-ra.Frebten
a button labeled "Ys. When the specified target was not presen category condition, however, 5 of 12 subjects in
in the display, they were to respond by pressingsa bus labeld Group%9. as compared with 0 of 12 subjects in
"No." -The assignmtent of the subjects' right andl left hans& to the Group 192. made errors on the catch trial. (In this and
-0 respone bumaos was balanced according to hand dslac te teps ewr ee bet prahGena

balftheubjlects Pounadthe "Yes" buane with thedoaa d and1r Jonides's. 19wae of feerale toapaswch wleas
an half prse Itk wish dhe nondosun band. adJndss 96 aeo as lrs hc a

p Th~re timli were hack-projected onto a trnslucent son= by a S75% mTe differenc incatch-tria fale.-lam rate for
Kodak Ekiagephi slide pojector. A Unibli electronic shune the between-category conditions of Groups 96 and 192.
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Table I
F. rIw 1: Mam Rowscoe Tli (Milbeomb). Slew .1 the M m Remers. Th FanctUC

0Iflwhem per Item). anw Perete Er, f(w the UawCtmC' aow
Wiugo4q- Seut CoodlUmo for Subjects Recaing 9 Trials

(Group 9) and SubJects Roeeing 192 Trals (Group 1921
Reac awTime Error

Type of Meb With oIsplay Size Dsptay Size
Searct Targtm 1 2 4 6 Men Slope 1 2 4 6

Group 96
DweMV Yes 391 593 603 624 603 6.6 3.5 3.5 0.7 0.7
Camury NO 623 601 667 706 651 19.1 0.7 0.7 0.7 0.7
Within Yes 596 371 653 715 634 27.2 1.4 3.5 1.4 2.1
Categoy No 646 65S 712 539 713 38.6 7.6 2.8 0.7 2.1

Group 192: Firm 96 Trials
sa"m Yes 590 577 590 621 595 6.9 1.4 2.1 2.4 0.7
CXsory No 651 648 675 772 687 24.0 1.0 1.0 1.0 0.3
Widthn Yes 607 618 613 771 670 33.5 0 0.3 !.4 1.4
CaMMt No 691 697 766 s 761 40.0 1.7 1.4 0.3 0.7

Group 192: Second 96 Trials

Between Yea 57 565 599 611 58 8.3 2.4 3.5 4.2 1.4
CMg No 635 625 651 710 655 15.6 2.1 1.0 1.0 0.3
Viha Yes 57 595 65 679 621 21.3 0 2.4 3.5 3.1

Catqory No 650 651 672 15 697 31.3 2.t 1.4 0.7 1.0

was significant by a Fisher-Yates test of exact probabil- 288.720), but neither the amoum of preceding practice
ity (p < .02). [Group 96 vs. Group 192; F(l,17) < 1.0. MSe -

PerfortMance on the catch trial was then contrasted with 283.423) nor the interaction between trial type and prac-
performance on the immediately preceding. six-item. tice (F(I.17) < 1.0. MSe - 288,7201 significantly af-
target-absm trial (see Table 2). In the witdtn-category fected the tize required for correct "no" responses.'
conditions, subjects in Groups 96 and 192 were slighdy
more likely to make errors and were slightly faster on Discussion
the immediately preceding standard trial than on the catch The results indicated that practice reduced the siat of
trial. These differences were probably due to small shifts the catch-trial effect, but did not eliminate it. That is. the
in speed-accuracy criteria. Subjects in the between- false alarms obtained when the catch trial was preceded
category conditions did not make any errors on the stan- by 96 standard 'mals were eliminated when the catch trial
dard trial preceding the catch trial. Of primary interest was preceded by 192 standard trials, but reaction times
were their reaction umes for correct "no' responses on for correct "'no" responses remained quite slow. It will
the catch trial and the immediately prec.-ding standard be recalled from the introduction that the physical-
trial. For Groups 96 and 192. these responses were sub- resemblance explanation of the category effect would as-
standally slower on the catch trial than on the preceding sociate the reduction in the catch-trial effect with slower
standard trial. The effect of tr a type (standard vs. catch search rams (as indicated by a steeper slope of the func-
trial) was significant [F(1.17) - 7.92. p < .02. MSe - tion relating response time to display size). Both would

Tabe 2
Sumary uf Performance oa Catch Trial and Immediatly PrecWg Standar Trhal for
Experinmna I and 22. Induding the Propwros of Subjects COnrcUd Rumpodlq No'

and th. Mesa Reaction Time (Mioncoadol of tbeir Correct 'N Rea"ps
Prpoo of Subjec Reacoon Tim tor

Correctly Responding "No" Correct -4o" Responses
Prece"I Pecedi'Il

Catch Trut Standard Tril Ctch Tnal Sundard Tnal
Berween-CmMoi

Exzpenme 1: after 96 cra 053 1.00 1063 769
Experiment 1: her 192 tali 1.00 1.00 1245 643
Expanmer 2: aft 3,4 trials 092 0.92 628 627

within-CAMM

Experimen : aft' 94 tria6l 1.00 0.75 W5 725
Expenrme 1 after 192 el 1.00 0.33 72 653

m r= . ,.
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T" 3
mm inam l.u (Mzum.s). s.9 of th o. um.m Thae Fewma (MMfm.* pw ium),

ad vcnq Enwmm for the FealcAar-Di ad Any-DIO V-dsam or UwsaMM-Casw S.mb, Is EzqbmM 2
Reacro.Time __ ____

Maich With TaM' Display size Display Sin
Tug SpMc apoo I 2 4 6 Mm Slope 1 2 4 6

Firu 192 Trials
YT Pudculv Dip 42 466 481 523 488 8.9 4.9 4.9 5.3 4.2
Yes Amy Digit 511 525 S35 $76 S37 12.2 3.5 6.3 7.6 2.8
No Pactuir Dip 527 552 566 605 M6 15.4 3.5 6.9 3.5 4.2
No Any Dp 539 559 629 742 617 40.7 5.6 2.1 2.1 4.9

Secod 192 Tris
yes ParcWr Dip 443 470 453 477 461 4.6 3.5 1.4 6.3 3.5
Ya Any Digi 3W 494 519 529 512 6.1 5.6 3.5 2.8 6.3
No Pfmfwlar Dip 509 509 540 604 541 19.3 4.2 6.9 3.5 4.2
No Any Dip 545 543 576 614 570 14.6 3.5 4.2 2.1 6.9

Nrw-sabiecu ftvgiwd J84 tnias I Gmou 384).

latter was responsible for the significant four-way inter- The results obtained on the catch trial continued the
action between search condition, display size. response trend of Experiment 1. With sufficient preceding prac-
condition, and practice CF(3.33) - 8.28, p < .001, MSe tice (344 trials), to catch-trial effect was completely
- 1,082.6]. An examination of errors provided no idi- eliminated. This change in the catch-nial effect with prac-
cation that the results described above were due to sub- tice was not accompanied by the slower search rates that
jects' adopting differential speed-accuracy criteria in the were predicted from the physical-resemblance explana-
various experimental conditions. tion of the category effect It was also not accompanied

Only I of the 12 subjects made a false-alarm error on by the icreased difference in reaction time between the
the catch rial presented at the end of the experimental particular-digit and any-digi conditions that was predicted
sequence, a rate of false alarms that matched the rate oh- from the level-of-identification explanation.
med for the most immediately preceding six-item, target- The additional 192 practice trials introduced in this ex-
absent display (with the target specified as a particular periment were all any-digit trials. [f anything, such trials
diPt). As can also be seen in Table 2. the mean reaction would be expected to encourage the maintenance of a
times for correct "no" responses were virtually idend- strategy involving the category-level identification of dis-
cal for the catch trial and the immediatly preceding stan- play items and. thereby, the continuation of the cath-trial
dard trial t(9) < 1.01.' Extending the amount of prac- effect. The elimination of the catch-trial effect therefore
tice preceding the catch trial from 192 trials to 384 trials suggested that general experience with the particular style
therefore eliminated the reaction time aspect of the catch- of characters presented in the display was at least as tin-
trial effect. An examination of subjects' search rates in portant in e"minating the catch-trial efect as the process-
the particular-digit condition of Experiment 2 provided ing demands of the search task.
no evidence that practice also resulted in slower search.
Search rates slowed with practice for target-absent GENERAL DISCUSSION
responses, but speeded up by a like amount for target-
present responses. The primary experimental finding in this study was that

practice reduced. and ultimately eliminated, the catch-trial
Dlscusom effect. When the catch trial occurred after 96 standard

The reaction time data meshed well with the results of between-category trials, subjects made either incorrect
previous studies. As in Taylor (1978). "yes" responses target-present responses or very slow, correct target-
were slower in the any-digit condition than in the absent responses. When 192 trials preceded the catch trial.
particular-digit condition, but search rates were the same fas alarms were eliminated, but subjects continued
in both conditions. Also as in Taylor (1978), this result producing slow target-absent responses. Only when 384
was obtained at all levels of practice. The primary change practice trials preceded the catch trial were slow target-
produced by practice was the sharp reduction in search absent responses eliminated.
rates for "no" responses in the any-digit condition. This The results were inconsistent with Schneider and
practice effect was in accord with the results of an ex- Shiffrin's (1977) claim that the category effect in visual
periment by Egeth. Jonides. and Wall (1972), which used search is the result of an automatic attention response to
practice blocks that were comparable in size to those used category-level information. Since practice tends to foster
in this experiment (although they were presented or sUC- automaticity, it should have increased rather than
cessive days rather than the same experimental session). decreased the catch-trial effect. The results were also in-

.. . - -I .. m m u m m n il l i i mai m l H .. . ... . ._ ..
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consistent with the level-of-identification explanation of peculiar about the type font, some period of adjustment
the catch-trial effect. The lan would atrbute the catch- may have nonetheless been required. It might allow sub-
trial effect to the initiation of responses on the basis of Jects to determine how the resemblance and item-specific
category-level identification. The reduction of the catch- attributes abstracted from previous experiences with al-
trial effect with practice would be attributed to specific- phanumeric characters were embodied in the particuair
level identification preceding response initiation, characters used in these experiments. Subjectively, this
However, the results of Experiment 2 were inconsistent may have resulted in the integration of these attributes.
with this explanation. Reaction times in this experiment resulting in the experience of a template-like search.
were faster for the particular-digit than for the any-digit Covertly, it may have resulted in the formation of deci-
condition at all levels of practice. sion pools that combined simultaneously available resem- ,

The physical-resemblance explanation of the catch-trial blance and item-specific information (Miller, 1981. 1992).
effect would attribute its decrease with practice to the de- The formation of such decision pools would allow for a
velopment of more stringent criteria for determining less stringent decision criterion than would be necessary
whether a display item matched the target. Them was, for each of the informational components working in-
however, no evidence for the slowing of search rat with dependently. On this basis, increased attention to item-
practice that would support the hypothesized criterion specific information with extended practice would
change with practice. Given that practice customarily eliminate false alarms and slow responses on catch trials.
results in faster search rates (Schneider & Schiffrin, and would also lead to fa search rates on noncatch
19T), failure to find evidence in support of the physical- rials.
resemblance explanation was not surprising. Although it The crucial evidence for the physical-resemblance ex-
is possible to speculate about additional effects of prac- planaion of he category effect was its elimination when
wie that might have masked the hypothesized change in both between-category and within-category search in-
criterion, it remains the case that an increase rather than volved targets that resembled nontarget items in the dji-
a decrease in the catch-trial effect with practice would play (Corcoran & Jackson. 1977; Krueger, 1994).
have been more amenable with Duncan's (1983) physical- However., an important factor that must be taken into con-
resemblance explanation. sideration is that the members of most categories differ

As indicatd earlier, Duncan (1983) argued that within- in the extent to whicb they am typical of their category.
category search is fastr than between-category search be- Rosch and Mervis (1975) have shown that the moe typi-
cause items in the display are morn difficult to reject as cal a saimouus is of in category, the mor t sends to resem-
nontargets when they resemble the target (as in within- ble members of its own category and the less it tends to
category search) than when they do not resemble the tar- resemble members of contr2ang categories. Stimuli that
get (as in between-category search). The results reported resemble members of contasting categories as st ogly
in this study can be accounted for by a modification of as members of their own category are generally consi-
this explanation. The modification distinguishes between dered atypical of their category. From this point of view,
atributes of the target that are shared with other mem- the alphanumeric characters selected by Corcoran and
bers of the target's category (resemblance information) Jackson (1977) and Krueger (1984) to match between-
and attributes that are specific to the target and therefore category and widn-category resemblance were not typi-
distinguish it from other members of its category. Ac- cal members of the alphanumeric categories. When such
cordingly, visual search would require testing each dis- atypical members serve as targets, attention to resem-
play item for the presence of attributes shared with other blance information is ineffective, since these targets are
members of the target's category and/or attributes specific selected to resembie the nontarget items in the display.
to the particular target. Target detection would then depend on attention to item-

Our dam indicate that early in practice attention to specific information, eliminatin the advantage of
resemblance information took precedence over attention between-category over within-category search. However.
to item-specific atibutes." The cost of testing each dis- when the specified target is typical of its category, it
play item only for the presence of category-level resem- resembles members of its own category more than mem-
blances was the relatively strong catch-trial effect obtained bets of contrasting categories. Only then would attention
early in practice. The elimination of the catch-trial effect to resemblance information be effective in detecting the
with further practe could then be explained by increased targeL and an advantage be obtained for between-category
attention to item-specific attributes, search.

Why were relatively low levels of practice sufficient Our modification of Duncan's (1983) physical-
to reduce and eventually eliminate the catch-trial effect? resemblance explanation to acount for the effects or prac-
Certainly 192-384 practice trials (plus 48 warm-up trials) tice on catch trials does not impair its ability to explain
were not enough to alter long-establishd differences in the various phenomena associated with the category ef-
perceptual discimiability for alphanumeric characters. fect. It does. however, provide a significant conceptual
A more likely possibility is that practice provided subjects change. Duncan (1983) has asserted that the category ef-
with the oppotunity to "adjust" to the particular type fect is the result of uncontrolled differences in physical
font they were seeing. Although there was nothing resemblance. Our modification reintroduces the idea, in-
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